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Revisions

This product may be modified without notice, when necessary, due to product improvements, modifications, or
changes in specifications. If such modification is made, the manual will also be revised; see revision information.

DOCUMENTATION REVISION 25.01.1 Jan 30, 2025

Applicable to rc_cube firmware 25.01.x

MANUFACTURER

Roboception GmbH

Kaflerstrasse 2

81241 Munich

Germany

CUSTOMER SUPPORT: support@roboception.de | +49 89 889 50 79-0 (09:00-17:00 CET)

Please read the operating manual in full and keep it with the product.
COPYRIGHT

This manual and the product it describes are protected by copyright. Unless permitted by German intellectual prop-
erty and related rights legislation, any use and circulation of this content requires the prior consent of Roboception
or the individual owner of the rights. This manual and the product it describes therefore, may not be reproduced in
whole or in part, whether for sale or not, without prior written consent from Roboception.

Information provided in this document is believed to be accurate and reliable. However, Roboception assumes no
responsibility for its use.

Differences may exist between the manual and the product if the product has been modified after the manual’s
edition date. The information contained in this document is subject to change without notice.
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1 Introduction

Indications in the manual

To prevent damage to the equipment and ensure the user’s safety, this manual indicates each precaution
related to safety with Warning. Supplementary information is provided as a Note.

Warning: Warnings in this manual indicate procedures and actions that must be observed to
avoid danger of injury to the operator/user, or damage to the equipment. Software-related warnings
indicate procedures that must be observed to avoid malfunctions or unexpected behavior of the
software.

Note: Notes are used in this manual to indicate supplementary relevant information.

1.1 Overview

The rc_cube is a high-performance 3D-image-processing device. It enhances the computing capabil-
ities of the Roboception stereo camera rc_visard and supports the Basler blaze camera in an RGB-D
setup and the rc_viscore.

Information about the supported devices are provided in
* rc_visard: https://doc.rc-visard.com
* rc_viscore: https://doc.rc-viscore.com
* blaze: https://www.baslerweb.com/en/products/cameras/3d-cameras/blaze-rgb-d.

Note: Unless specified, the information provided in this manual applies to both the rc_visard 65 and
rc_visard 160 versions of the Roboception rc_visard sensor, as well as the rc_visard NG.

Note: The term “blaze” used throughout the manual always refers to the Basler blaze camera in an
RGB-D setup, i.e. the blaze Time-of-Flight camera in combination with the Basler aceA1300 color
camera.

The rc_cube provides real-time camera images and depth images, which can be used to compute 3D
point clouds. Additionally, it provides confidence and error images as quality measures for each image
acquisition. It offers an intuitive web Ul (user interface) and a standardized GenlCam interface, making
it compatible with all major image processing libraries.

With optionally available software modules the rc_cube provides out-of-the-box solutions for object de-
tection and robotic pick-and-place applications.

The rc_cube is offered in two versions: rc_cube S and rc_cube .
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1.1. Overview roboception

The rc_cube S is suitable for research, development and testing environments. It supports one rc_visard
without additional hardware. A separate 2.5Gbit switch (not part of the product scope) enables the
support of two rc_visard devices at a time or allows to connect an rc_viscore or a Basler blaze device.

The rc_cube | is intended for operational use in an industrial environment. It supports four rc_visard
cameras, or two rc_viscore or Basler blaze devices without additional hardware.

rc_viscore rc_visard blaze
3D camera
T
I
sensor0 sensor<N>
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—— - E
1 1 [}

L} L} 4>—<‘ " [°)
()

- ‘

rc_cube S rc_cube |
rc_cube

Fig. 1.1: Schematic representation of the rc_cube and the connected 3D cameras. Unless only a single
rc_visard is connected to the rc_cube S, a separate 2.5Gbit switch is required.

Note: Unless specified, the information provided in this manual applies to both the rc_cube S and
rc_cube | versions of the rc_cube.

Note: This manual uses the metric system and mostly uses the units meter and millimeter. Unless
otherwise specified, all dimensions in technical drawings are in millimeters.
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1.2 Warranty

Any changes or modifications to the hard- and software not expressly approved by Roboception could
void the user’s warranty and guarantee rights.

Warning: The rc_cube utilizes complex hardware and software technology that may behave in a
way not intended by the user. The purchaser must design its application to ensure that any failure or
the rc_cube does not cause personal injury, property damage, or other losses.

Warning: Do not attempt to take apart, open, service, or modify the rc_cube. Doing so could
present the risk of electric shock or other hazard. Any evidence of any attempt to open and/or
modify the device, including any peeling, puncturing, or removal of any of the labels, will void the
Limited Warranty.

Warning: CAUTION: to comply with the European CE requirement, all cables used to connect this
device must be shielded and grounded. Operation with incorrect cables may result in interference
with other devices or undesired effects of the product.

Note: This product may not be treated as household waste. By ensuring this product is disposed of
correctly, you will help to protect the environment. For more detailed information about the recycling
of this product, please contact your local authority, your household waste disposal service provider,
or the product’s supplier.
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1.3 Applicable standards

1.3.1 Interfaces

The rc_cube supports the following interface standards:

GEN<I>CAM

The Generic Interface for Cameras standard is the basis for plug & play handling of cameras and

devices.

GIG="

VISION

GigE Vision® is an interface standard for transmitting high-speed video and related control data over

Ethernet networks.
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1.4 Glossary

DHCP The Dynamic Host Configuration Protocol (DHCP) is used to automatically assign an /P ad-
dress to a network device. Some DHCP servers only accept known devices. In this case, an
administrator needs to configure the DHCP server with the fixed MAC address of a device.

DNS

mDNS The Domain Name Server (DNS) manages the host names and /P addresses of all network
devices. It is responsible for resolving the host name into the IP address for communication with
a device. A DNS can be configured to get this information automatically when a device appears
on a network or manually by an administrator. In contrast, multicast DNS (mDNS) works without
a central server by querying all devices on a local network each time a host name needs to be
resolved. mDNS is available by default on Linux and Mac operating systems and is used when
‘local’ is appended to a host name.

DOF The Degrees Of Freedom (DOF) are the number of independent parameters for translation and
rotation. In 3D space, 6 DOF (i.e. three for translation and three rotation) are sufficient to describe
an arbitrary position and orientation.

GenlCam GenlCam is a generic standard interface for cameras. It serves as a unified interface around
other standards such as GigE Vision, Camera Link, USB, etc. See http://genicam.org for more
information.

GigE Gigabit Ethernet (GigE) is a networking technology for transmitting data at one gigabit per second.

GigE Vision GigE Vision® is a standard for configuring cameras and transmitting images over a GigE
network link. See http://gigevision.com for more information.

IP

IP address The Internet Protocol (IP) is a standard for sending data between devices in a computer
network. Every device requires an IP address, which must be unique in the network. The IP
address can be configured by DHCP, Link-Local, or manually.

Link-Local Link-Local is a technology where network devices associate themselves with an /P address
from the 169.254.0.0/16 IP range and check if it is unique in the local network. Link-Local can be
used if DHCP is unavailable and manual IP configuration is not or cannot be done. Link-Local is
especially useful for connecting a network device directly to a host computer. By default, Windows
10 reverts automatically to Link-Local if DHCP is unavailable. Under Linux, Link-Local must be
enabled manually in the network manager.

MAC address The Media Access Control (MAC) address is a unique, persistent address for networking
devices. It is also known as the hardware address of a device. In contrast to the /P address, the
MAC address is (normally) permanently given to a device and does not change.

NTP The Network Time Protocol (NTP) is a TCP/IP protocol for synchronizing time over a network.
Basically a client requests the current time from a server, and uses it to set its own clock.

SDK A Software Development Kit (SDK) is a collection of software development tools or a collection of
software components.

SGM SGM stands for Semi-Global Matching and is a state-of-the-art stereo matching algorithm which
offers short run times and a great accuracy, especially at object borders, fine structures, and in
weakly textured areas.

TCP The Tool Center Point (TCP) is the position of the tool at the end effector of a robot. The position
and orientation of the TCP determines the position and orientation of the tool in 3D space.

URI

URL A Uniform Resource Identifier (URI) is a string of characters identifying resources of the rc_cube’s
REST-API. An example of such a URI is /nodes/rc_camera/parameters/fps, which points to the
fps run-time parameter of the stereo camera module.

Roboception GmbH 9 Rev: 25.01.1
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A Uniform Resource Locator (URL) additionally specifies the full network location and protocol,
i.e., an exemplary URL to locate the above resource would be https://<ip>/api/v1/nodes/
rc_camera/parameters/fps where <ip> refers to the rc_cube’s IP address.

XYZ+quaternion Format to represent a pose. See Rotation matrix and translation vector (Section
12.1.1) for its definition.

XYZABC Format to represent a pose. See KUKA XYZ-ABC format (Section 12.1.7) for its definition.
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2 Safety

Warning: The operator must have read and understood all of the instructions in this manual before
handling the rc_cube product.

Warning: If operating the rc_cube with rc_visard product(s), the operator must have read and
understood all of the safety, installation, and maintenance instructions given in the rc_visard manual.

Note: The term “operator” refers to anyone responsible for any of the following tasks performed in
conjunction with rc_cube:
* Installation
» Maintenance
* Inspection
Calibration
* Programming
» Decommissioning

This manual explains the rc_cube’s various components and general operations regarding the product’s
whole life-cycle, from installation through operation to decommissioning.

The drawings and photos in this documentation are representative examples; differences may exist
between them and the delivered product.

2.1 General warnings

Note: Any use of the rc_cube in noncompliance with these warnings is inappropriate and may cause
injury or damage as well as void the warranty.

Warning:
» The rc_cube’s and any related equipment’s safety guidelines must always be satisfied.

» The rc_cube does not fall under the purview of the machinery or medical directives.

2.2 Intended use

The rc_cube is intended to be used in combination with a 3D camera for data acquisition (e.g., stereo
images). It is furthermore intended to process that data using 3D-image processing algorithms to serve
in applications such as object detection or robotic pick-and-place.

Roboception GmbH 11 Rev: 25.01.1
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Warning: The rc_cube is only intended for stationary installation.

Warning: The rc_cube is NOT intended for safety critical applications.

The GigE Vision® industry standard used by the rc_cube does not support authentication and encryp-
tion. All data from and to the device is transmitted without authentication and encryption and could be
monitored or manipulated by a third party. It is the operator’s responsibility to connect the rc_cube only
to a secured internal network.

Warning: The rc_cube must be connected to secured internal networks.

The rc_cube may be used only within the scope of its technical specification. Any other use of the
product is deemed unintended use. Roboception will not be liable for any damages resulting from any
improper or unintended use.

Warning: Always comply with local and/or national laws, regulations and directives on automation
safety and general machine safety.

Roboception GmbH 12 Rev: 25.01.1
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3 Installation

Warning: The instructions on Safety (Section 2) related to the rc_cube must be read and under-
stood prior to installation.

The rc_cube offers multiple Gigabit Ethernet interfaces:
» One interface labeled “external” for connecting the device to a local computer network, and

+ up to four interfaces labeled “sensor<N>" for connecting one or more 3D cameras such as the
rc_visard or rc_viscore or Basler blaze sensor (see Connection of cameras, Section 3.5).

All other Ethernet ports are disabled.

For commissioning, operation, or troubleshooting the user can connect input devices such as a mouse
and a keyboard as well as a computer screen directly to the rc_cube. However, this is optional as the
functionality of the rc_cube is fully accessible via the local network it is connected to.

Note: If a screen is used on the rc_cube, it must be connected before booting, or the rc_cube must
be restarted to activate the screen.

3.1 Software license

Every rc_cube device ships with a USB dongle for licensing and protection of the installed software
packages. The purchased software licenses are installed on and are bound to this dongle and its ID.

The functionality of the rc_cube can be enhanced anytime by upgrading the license (Section 9.5), e.g.,
for optionally available software modules.

Note: The rc_cube requires to be rebooted whenever the installed licenses have changed.

Note: The dongle ID and the license status can be retrieved via the rc_cube’s various interfaces
such as the System — Firmware & License page of the Web GUI (Section 7.1).

Note: For the software components to be properly licensed, the USB dongle must be plugged to the
rc_cube before power up.

Note: The rc_cube requires to be rebooted, whenever the license dongle is plugged to or unplugged
from the device.

Roboception GmbH 13 Rev: 25.01.1
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3.2 Power up

Note: The rc_cube | does not come with a power supply. A separate 24V/20Amp (e.g. top hat rail)
power supply is required.

The rc_cube is booted by using the power switch on the device. If a computer screen is connected it
will display the rc_cube’'s Web GUI when the boot process is finished.

Note: For successful operation please make sure that the rc_visard being connected to the rc_cube
is powered and booted.

3.3 Discovery of rc_cube devices

Roboception rc_cube devices that are powered up and connected to the local network or directly to a
computer can be found using the standard GigE Vision® discovery mechanism.

Roboception offers the open-source tool rcdiscover-gui, which can be downloaded free of charge from
https://github.com/roboception/rcdiscover/releases for Windows and Linux. The tool's Windows version
consists of a single executable for Windows 7, 10 and 11, which can be executed without installation.
For Linux an installation package is available for Ubuntu.

At startup, all available GigE Vision® devices — including rc_cube devices — are listed with their names,
serial numbers, current IP addresses, and unique MAC addresses. The discovery tool finds all devices
reachable by global broadcasts. Misconfigured devices that are located in different subnets than the
application host may also be listed. A tickmark in the discovery tool indicates whether devices are
actually reachable via a web browser.

{3 rediscover - O ®
File Help
Mame Manufacturer Model Serial Mumber P Address MAC Address Interface(s) Reachable R
proj_demo Robeception GmbH rc_visard 160m 02938132 10.0.2.96 00:14:2d:2c:d5:14 {31D788FE...3AD0BEDD} ¥
h_test Roboception GmbH re_visard B5m 02940224 10.02.57 00:14:2d:2c:dd:40 {31D788FE...5A00BBDD} V
rc_visard 63m-6  Robeception GmbH re_visard 65m-6 02940289 10.02.35 00:14:2d:2c:dd:81 {31D788FE...5A00BBDD} V
re_visard 65m Roboception GmbH re_visard B5m 02940607 10.0.2.67 00:14:2d:2c:de:bf {31D7B8FE...5A00BBDD} v
copperfield Roboception GmbH re_visard 160m-6 02940862 10.0.2.84 00:14:2d:2c:df:be {31D788FE...5A00BBDD} W
re_cube Roboception GmbH re_cube c400ad2bcSbe 10.0.1.41 cd:00:ad:2b:c5:be 131D788FE...5A00BBDD} W
v
Reset rc_visard || Settemporary |P address | Reconnect device T

Fig. 3.1: rcdiscover-gui tool for finding connected GigE Vision® devices

After successful discovery, a double click on the device row opens the Web GUI (Section 7.1) of the
device in the operating system’s default web browser. Google Chrome or Mozilla Firefox are recom-
mended as web browser.

3.3.1 Resetting configuration

Note: The rcdiscover-gui resetting mechanism is currently not implemented for rc_cube devices.

Roboception GmbH 14 Rev: 25.01.1
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3.4 Network configuration

The rc_cube requires an Internet Protocol (/P) address for communication with other network de-
vices. The IP address must be unique in the local network, and can be set either manually via a
user-configurable persistent IP address, or automatically via DHCP. If none of these IP configuration
methods apply, the rc_cube falls back to a Link-Local IP address.

The network settings of the rc_visard that is used in combination with the rc_cube are automatically
configured when the rc_visard is connected to the rc_cube.

Note: To not conflict with the internal network between the rc_cube and the connected rc_visard, the
IP address assigned to the rc_cube in the local network must not be in the range of 172.23.42.0/24
and 172.17.0.0/16.

Following the GigE Vision® standard, the priority of IP configuration methods on the rc_cube is
1. Persistent IP (if enabled)
2. DHCP (if enabled)
3. Link-Local

Persistent IP
enabled?

Use Persistent IP

Use DHCP

Fig. 3.2: rc_cube’s IP configuration method selection flowchart

Options for changing the rc_cube’s network settings and IP configuration are:

» the System — Network page of the rc_cube’s Web GUI — if it is reachable in the local network
already, see Web GUI (Section 7.1)

» any configuration tool compatible with GigE Vision® 2.0, or Roboception’s command-line tool
gc_config. Typically, these tools scan for all available GigE Vision® devices on the network. All
rc_cube devices can be uniquely identified by their serial number and MAC address, which are
both printed on the device.

+ temporarily changing or completely resetting the rc_cube’s network configuration via Robocep-
tion’s rcdiscover-gui tool, see Discovery of rc_cube devices (Section 3.3)

Roboception GmbH 15 Rev: 25.01.1
Manual: rc_cube Status: Jan 30, 2025



3.5. Connection of cameras robocepl:lon

Note: The command-line tool gc_config is part of Roboception’s open-source convenience layer
rc_genicam_api, which can be downloaded free of charge for Windows and Linux from http://www.
roboception.com/download.

3.4.1 Host name

The rc_cube’s host name is based on its serial number, which is printed on the device, and is defined
as rc-cube-<serial number>.

3.4.2 Automatic configuration (factory default)

The Dynamic Host Configuration Protocol (DHCP) is preferred for setting an IP address. If DHCP is
active on the rc_cube, which is the factory default, the device tries to contact a DHCP server at startup
and every time the network cable is being plugged in. If a DHCP server is available on the network, the
IP address is automatically configured.

In some networks, the DHCP server is configured so that it only accepts known devices. In this case, the
Media Access Control address (MAC address), which is printed on the device label, needs to be con-
figured in the DHCP server. At the same time, the rc_cube’s host name can also be set in the Domain
Name Server (DNS). Both MAC address and host name should be sent to the network administrator for
configuration.

If the rc_cube cannot contact a DHCP server within about 15 seconds after startup, or after plugging
in the network cable, it assigns itself a unique IP address. This process is called Link-Local. This
option is especially useful for connecting the rc_cube directly to a computer. The computer must be
configured for Link-Local as well. Link-Local might already be configured as a standard fallback option,
as it is under Windows 10. Other operating systems such as Linux require Link-Local to be explicitly
configured in their network managers.

3.4.3 Manual configuration

Specifying a persistent, i.e. static IP address manually might be useful in some cases. This address
is stored on the rc_cube to be used on device startup or network reconnection. Please make sure the
selected IP address, subnet mask and gateway will not cause any conflicts on the network.

Warning: The IP address must be unique within the local network and within the local network’s
range of valid addresses. Furthermore, the subnet mask must match the local network; otherwise,
the rc_cube may become inaccessible. This can be avoided by using automatic configuration as
explained in Automatic configuration (factory default) (Section 3.4.2).

If this IP address cannot be assigned, e.g. because it is already used by another device in the network,
IP configuration will fall back to automatic configuration via DHCP (if enabled) or a Link-Local address.

3.5 Connection of cameras

Depending on the rc_cube model, two or more 3D cameras can be connected to the Ethernet ports
labelled sensor0, sensori, etc.

The rc_cube S has one 2.5 Gigabit Ethernet port for connecting up to two sensors, e.g.
» connecting one rc_visard without additional hardware

+ connecting two rc_visard devices via a separate 2.5Gbit switch

Roboception GmbH 16 Rev: 25.01.1
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 connecting one rc_viscore via a separate 2.5Gbit switch
 connecting one blaze via a separate 2.5Gbit switch
The rc_cube | has four 1 Gigabit Ethernet ports for connecting up to four sensors, e.g.
» connecting up to four rc_visard devices without additional hardware
» connecting up to two rc_viscore devices without additional hardware
+ connecting up to two blaze sensors devices without additional hardware

It is also possible to connect 3D cameras of different types to an rc_cube, if the number of Ethernet
ports permits. However, the rc_cube S cannot process more than two sensors at the same time, the
rc_cube | not more than four.

Warning: The rc_viscore or Basler blaze sensor must not be connected via a 1Gbit switch or
slower, as this leads to severe loss of images.

The rc_cube offers up to four software camera pipelines for processing data from the connected sen-
sors. The configuration of the camera pipelines is explained in Camera pipelines (see Section 4.1).

3.5.1 Basler blaze sensors

After connecting the Basler blaze sensor, it can take up to about one minute until it is found. Upon first
connection of the sensor to the rc_cube, the sensor must be calibrated before it can be used. Calibration
can be done through the Web GUI on the page Camera calibration (Section 6.3.3) under Configuration
in the respective pipeline. After storing the calibration, it will persistently reside on the rc_cube and
automatically be used whenever the sensor is connected to the rc_cube again, regardless of the port or
pipeline.
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4 Measurement principles

The rc_cube is a high-performance 3D-image-processing device that is used in combination one or
more 3D cameras such as Roboception’s 3D camera rc_visard. Together, they provide rectified camera,
disparity, confidence, and error images, which allow the viewed scene’s depth values along with their
uncertainties to be computed.

In the following, the underlying measurement principles are explained in more detail.

4.1 Stereo vision

In stereo vision, 3D information about a scene can be extracted by comparing two images taken from
different viewpoints. The main idea behind using a camera pair for measuring depth is the fact that
object points appear at different positions in the two camera images depending on their distance from
the camera pair. Very distant object points appear at approximately the same position in both images,
whereas very close object points occupy different positions in the left and right camera image. The
object points’ displacement in the two images is called disparity. The larger the disparity, the closer the
object is to the camera. The principle is illustrated in Fig. 4.1.

Left image

di d

Image plane-~—- )

Left camera.s""} I Right camera

Right image

Fig. 4.1: Sketch of the stereo-vision principle: The more distant object (black) exhibits a smaller disparity
ds than that of the close object (gray), d;.

Stereo vision is a form of passive sensing, meaning that it emits neither light nor other signals to
measure distances, but uses only light that the environment emits or reflects. Thus, the Robocep-
tion products utilizing this sensing principle can work indoors and outdoors and multiple devices can
work together without interferences.

To compute the 3D information, the stereo matching algorithm must be able to find corresponding object
points in the left and right camera images. For this, the algorithm requires texture, meaning changes in
image intensity values due to patterns or the objects’ surface structure, in the images. Stereo matching
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is not possible for completely untextured regions, such as a flat white wall without any visible surface
structure. The stereo matching method used by the rc_cube is SGM (Semi-Global Matching), which
provides the best trade-off between runtime and accuracy, even for fine structures.

The following software modules are required to compute 3D information:

» Camera: This module is responsible for capturing synchronized image pairs and transforming
them into images approaching those taken by an ideal camera (rectification).

» Stereo matching: This module computes disparities for the rectified stereo image pair using
SGM (Section 6.1.2).
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5 Camera pipelines

The rc_cube supports multiple cameras at the same time. For this, it offers up to four camera pipelines
that can be configured by the user.

A camera pipeline contains several software modules which are responsible for acquiring data of the
camera connected to that pipeline, performing detections or configuring modules used in this pipeline,
e.g. by hand-eye calibration.

The rc_cube supports cameras of type rc_visard, rc_viscore and blaze. The type of the corresponding
camera pipeline has to be configured to match the connected device.

5.1 Configuration of camera pipelines

The camera pipelines can be configured via the Web GUI (Section 7.1) under System — Camera
Pipelines. This page shows the running pipelines with their types and the connected devices.

robocept'on rc_cube 1 > Camera Pipelines rc_cube S ® EN Vv

Running Camera Pipelines
Ppelne
Pipeline Type Connected Camera Device Filter
rc_visard 65m sensor0:*
epele
Pipeline Type Connected Camera Device Filter
rc_visard 160m-6 sensor’:*

Fig. 5.1: Example of the Camera Pipelines page on an rc_cube with two running pipelines of type
rc_visard

Clicking on Configure Camera Pipelines allows to configure the number and type of running pipelines
as shown in the next figure.

Note: The rc_cube | provides four camera pipelines, the rc_cube S two.
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Configure Camera Pipelines

Pipeline 0 rc_visard

Pipeline 1 re_visard
Pipeline 2 (not running)
Pipeline 3 (not running)

Cancel

O

Fig. 5.2: Configuring the camera pipelines

The type of a running pipeline can be changed by selecting a different type in the drop down field. A
running pipeline can be removed by clicking Remove Pipeline. Only pipeline 0 can never be removed,
because this is the primary pipeline. Clicking on + Add Pipeline allows to choose the type for the new
pipeline and creates a new pipeline of the chosen type. Once the pipelines are configured as desired,
clicking Apply Changes & Reboot will apply the new configuration and immediately reboot the rc_cube.

5.2 Configuration of connected cameras

A pipeline of a certain type can only discover devices of the same type. That means, a pipeline of type
rc_visard can only connect to an rc_visard. In case multiple cameras of the same type are connected
to the rc_cube, the user can set a device filter to choose a specific camera for each pipeline. The
current device filter value is displayed for each running pipeline as shown in Fig. 5.1. By default, the
device filter is set to *, which means that any device matching the pipeline type will automatically be
connected, but only if there is a unique match. Otherwise, no camera will be connected to that pipeline
and an error will be shown.

To adjust the device filter and select the camera to be connected to a pipeline, click on Configure
Camera Connection on the Camera Pipelines page, or select the corresponding pipeline in the menu,
e.g. under System — Camera Pipelines — Pipeline 1. This will show the current device filter value and
more information about the connected camera.
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rc_cube S ® EN Vv

robocephon re_cul ra Pipelines > Pipeline 0:

Pipeline O: rc_visard Camera Connection

Device Filter sensoro:

Camera Information Device Type Model Name
rc_visard rc_visard 65m
User-defined Name Serial Number
rc_visard 65m 02940705
Image Version IMU Available
23.01.1 yes
Calibration Supported Camera Ready
no yes

Camera Connection IP Address Link Speed (Mbit/s)
172.23.424 1000
GigEVision Packet Size Image Latency (s)
9000 0.0833432
Complete Buffers Incomplete Buffers
460021 o

Software Update Upload rc_visard Update
Camera Log Files Download rc_visard Log Files

Fig. 5.3: Configuring the camera connection of pipeline 1

Clicking Choose Camera opens a dialog to edit the device filter.

Choose Camera

Please enter a filter text that specifies a single camera only (interface and/or name/serial).

Filter Text sensori:* Info
Discovered Cameras Info
Interface Name Serial Model Name Free to use?
sensorQ rc_visard 160m 02937713 re_visard 160m No

sensorl rc_visard 65m 02940289 rc_visard 65m Yes

Save Cancel

Fig. 5.4: Choosing the camera by setting a device filter

This dialog also shows a list of all discovered devices matching the pipeline type and highlights the ones
that match the current value entered for the device filter. It also indicates if the devices are already in
use in a different pipeline. Device filters can be selected by clicking on an Interface, Name or Serial of
the desired device in the list. The following table shows possible device filter values.
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Table 5.1: Possible device filter values

Device filter Description

* selects any device matching the pipeline type

sensor<n>:* selects any device connected via the sensor<n> interface that matches the
pipeline type

<name> selects the device by the user-defined name

<serial> selects the device by the full serial number

sensor<n>:<serial> | selects the device connected via the sensor<n> interface with the given serial
sensor<n>:<name> | selects the device connected via the sensor<n> interface with the given
user-defined name

if empty, no camera will be connected

By pressing Save, the entered device filter is applied and a camera matching the device filter is con-
nected to this pipeline, if possible. Changing the device filter does not require a reboot of the rc_cube.
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6 Software modules

The rc_cube comes with several on-board software modules, each of which corresponds to a certain
functionality and can be interfaced via its respective node in the REST-API interface (Section 7.3).

The rc_cube offers the possibility to connect multiple 3D cameras such as the rc_visard. The image
data from each device is processed in a separate camera pipeline, which consists of several different
software modules. The modules inside each pipeline are pipeline specific, which means that they can
have different parameters for each pipeline. The modules running outside the pipelines are global and
provide data for all modules in all pipelines. An overview is given in Fig. 6.1.

— ' GigE Vision
Database | 1 3p camera || Configuration || Detection | i< >
Modules | | | | ERPC (POt 50051)
3D Camera 0 Dﬂl 1| Modules Modules Modules | = >
>
| Pipeline 0 i(_ EKI (Port 7000)
L — o
'l 3D Camera | Configuration || Detection k_w,
3D Camera 1 Dﬂ » | Modules Modules Modules | EKI (Port 7001)
I T
| Pipeline 1 i
LT RPC (Port 50053)
L o —{BRPC(POrt 50053)
3D Camera 2 Dﬂ »  .wPipeline2.. | EKI(Port7002)
R BASSANAGSSIGAASEaNAS |ERPC (Port 50054)
3D Camera3[ |] » __________ -Pipelines.. | EKI(POrt7003)
rc_cube
A
Rest API
\J

Fig. 6.1: Overview of the pipeline-specific and global software modules on the rc_cube

The rc_cube’s pipeline-specific software modules can be divided into

» 3D camera modules (Section 6.1) which acquire image pairs and compute 3D depth information
such as disparity, error, and confidence images, and are also accessible via the rc_cube’s
GIgE Vision/GenlCam interface,

» Detection & Measure modules (Section 6.2) which provide a variety of detection functionalities,
such as grasp point computation and object detection,

» Configuration modules (Section 6.3) which enable the user to perform calibrations and config-
ure the rc_cube for specific applications.

The modules that are global for all camera pipelines running on the rc_cube are the

» Database modules (Section 6.4) which enable the user to configure global data available to all
other modules, such as load carriers, regions of interest and grippers.
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6.1 3D camera modules

The rc_cube’s 3D camera software consists of the following modules:

» Camera (rc_camera, Section 6.1.1) acquires image pairs and performs planar rectification for us-
ing the camera as a measurement device. Images are provided both for further internal
processing by other modules and for external use as GenlCam image streams.

» Stereo matching (rc_stereomatching, Section 6.1.2) uses the rectified stereo image pairs of
the connected stereo camera, e.g. the rc_visard, to compute 3D depth information such as
disparity, error, and confidence images. These are provided as GenlCam streams, too.

* Blaze (rc_blaze, Section 6.1.3) provides 3D depth information such as disparity, error, and con-
fidence images of the connected Basler blaze RGB-D camera. These are provided as Genl-
Cam streams, too.

These modules are pipeline specific, which means that they run inside each camera pipeline. Changes
to their settings or parameters only affect the corresponding pipeline and have no influence on the other
camera pipelines running on the rc_cube.

Note: The Stereo Matching module is only available in camera pipelines of type rc_visard or
rc_viscore. The Blaze module is only available in camera pipelines of type blaze.

The Camera and the Stereo matching modules, which acquire image pairs and compute 3D depth
information such as disparity, error, and confidence images, are also accessible via the rc_cube’s GigE
Vision/GenlCam interface.

6.1.1 Camera

The camera module is a base module which is available on every rc_cube and is responsible for image
acquisition and rectification. It provides various parameters, e.g. to control exposure and frame rate.

6.1.1.1 Rectification

To simplify image processing, the camera module rectifies all camera images based on the camera
calibration. This means that lens distortion is removed and the principal point is located exactly in the
middle of the image.

The model of a rectified camera is described with just one value, which is the focal length. The rc_cube
reports a focal length factor via its various interfaces. It relates to the image width for supporting different
image resolutions. The focal length f in pixels can be easily obtained by multiplying the focal length
factor by the image width in pixels.

In case of a stereo camera, rectification also aligns images such that an object point is always projected
onto the same image row in both images. The cameras’ optical axes become exactly parallel.

Note: If a blaze sensor is used instead of a stereo camera, only one camera image is provided.
However, the image is rectified, i.e. lens distortion is removed and the principal point is in the image
center.

6.1.1.2 Viewing and downloading images

The rc_cube provides the time-stamped, rectified images over the GenlCam interface (see Provided
image streams, Section 7.2.6). Live streams of the images are provided with reduced quality in the
Web GUI (Section 7.1).

The Web GUI also provides the possibility to download a snapshot of the current scene as a .tar.gz file
as described in Downloading camera images (Section 7.1.4).
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6.1.1.3 Parameters

The camera software module is called rc_camera and is represented by the Camera page in the desired
pipeline in the Web GUI (Section 7.1). The user can change the camera parameters there, or directly
via the REST-API (REST-API interface, Section 7.3) or GigE Vision (GigE Vision 2.0/GenlCam image
interface, Section 7.2).

Note: Camera parameters cannot be changed via the Web GUI or REST-API if rc_cube is used via
GigE Vision.

Parameter overview

Note: The minimum, maximum and default values in the parameter table below show the values of
the rc_visard. The values will be different for other sensors.

This module offers the following run-time parameters:
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Table 6.1: The rc_camera module’s run-time parameters

Name Type Min Max Default Description

acquisition_mode string - - Continuous | Acquisition mode:
[Continuous, Trigger]

exp_auto bool false true true Switching between auto

and manual exposure
(deprecated, please use
exp_control instead)
exp_auto_average_max | float64 0.0 1.0 0.75 Maximum average
intensity in Auto exposure
mode
exp_auto_average_min | float64 0.0 1.0 0.25 Minimum average
intensity in Auto exposure
mode

exp_auto_mode string - - Normal Auto-exposure mode:
[Normal, Out1High,
AdaptiveOut1]
exp_control string - - Auto Exposure control mode:
[Manual, Auto, HDR]
exp_height int32 0 959 0 Height of auto exposure
region. 0 for whole image.
exp_max float64 | 6.6e-05 | 0.018 0.018 Maximum exposure time
in seconds in Auto
exposure mode

exp_offset_x int32 0 1279 0 First column of auto
exposure region

exp_offset_y int32 0 959 0 First row of auto exposure
region

exp_value floaté4 | 6.6e-05 | 0.018 0.005 Exposure time in seconds
in Manual exposure mode

exp_width int32 0 1279 0 Width of auto exposure
region. 0 for whole image.

fps float64 1.0 25.0 25.0 Frames per second in
Hertz

gain_value float64 0.0 18.0 0.0 Gain value in decibel if
not in Auto exposure
mode

gamma float64 0.1 10.0 1.0 Gamma factor

trigger_activation string - - RisingEdge | Trigger activation:
[RisingEdge, FallingEdge,
AnyEdge]

trigger_source string - - Software | Trigger source: [Software,
In1, In2, In3, In4]

wb_auto bool false true true Switching white balance
on and off (only for color
camera)

wb_ratio_blue floaté4 | 0.125 8.0 2.4 Blue to green balance

ratio if wb_auto is false
(only for color camera)
wb_ratio_red floaté4 | 0.125 8.0 1.2 Red to green balance

ratio if wb_auto is false
(only for color camera)
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Description of run-time parameters

> Camera

1280 x 960

> ‘OCOHU'O‘ Set[mgs Out1 / Projecter ExposureAlternateActive info

Camera Settings Reset
FPS (Hz) 25 linfo
Gamma 1 Info
Exposure Info
® Auto Max Exposure Time (s) —_— 0.018 info
Auto Exposure Mode ® Normal Out1High AdaptiveQut1 Info
Max Brightness 0.75 Info
Min Brightness — 0.25 Info
Exposure Region
offset X (pixel) 0 Info
Offset Y (pixel) 0 Info
Width (pixel) 0 Info
Height (pixel) 0 Info
HDR
Manual

White Balance

@ Auto

Manual Blue | Green Info

Red | Green Info

Fi

g. 6.2: The Web GUI's Camera page

acquisition_mode (Acquisition Mode)

This values determines the camera acquisition mode. In Continuous mode, the camera will
acquire images at the specified frame rate fps. In Trigger mode, images are only acquired
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when the camera receives a trigger signal.

Note: This parameter only has an effect when used in a pipeline with an rc_viscore or
rc_visard NG.

Via the REST-API, this parameter can be set as follows.
API version 2

PUT http://<host>/api/v2/pipelines/0/nodes/rc_camera/services/parameters?acquisition_
—,mode=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?acquisition_mode=<value>

trigger_source (Trigger Source)

This value is only used when acquisition_mode is set to Trigger and determines the
source for the trigger. In Software mode a trigger can be sent via the rc_camera/
acquisition_trigger service. When the acquisition_mode for the depth images is set to
SingleFrame or SingleFrameOutl (see Parameters, Section 6.1.2.5), the camera software
trigger is sent automatically whenever a depth image acquisition is triggered. The modes
Inl and In2 are hardware trigger modes. An image is acquired whenever a signal on the
chosen input is received.

Note: This parameter only has an effect when used in a pipeline with an rc_viscore or
rc_visard NG.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/0/nodes/rc_camera/services/parameters?trigger_
—source=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?trigger_source=<value>

trigger_activation (Trigger Activation)

This value is only used when acquisition_mode is set to Trigger and trigger_source is
set to Inl or In2. It determines the signal edge that should be used to trigger an acquisition.
Possible values are RisingEdge, FallingEdge or AnyEdge.

Note: This parameter only has an effect when used in a pipeline with an rc_viscore or
rc_visard NG.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/0/nodes/rc_camera/services/parameters?trigger—_
—activation=<value>

API version 1 (deprecated)
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PUT http://<host>/api/v1l/nodes/rc_camera/parameters?trigger_activation=<value> ‘

fps (FPS)

This value is the cameras’ frame rate (fps, frames per second), which determines the upper
frequency at which depth images can be computed. This is also the frequency at which the
rc_cube delivers images via GigE Vision. Reducing this frequency also reduces the network
bandwidth required to transmit the images.

Via the REST-API, this parameter can be set as follows.
API version 2

’ PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?fps=<value> ‘

API version 1 (deprecated)

’ PUT http://<host>/api/v1l/nodes/rc_camera/parameters?fps=<value> ‘

gamma (Gamma)

The gamma value determines the mapping of perceived light to the brightness of a pixel. A
gamma value of 1 corresponds to a linear relationship. Lower gamma values let dark image
parts appear brighter. A value around 0.5 corresponds to human vision.

Not available for blaze sensor.

Note: For a pipeline of type rc_visard this value can only be changed when the con-
nected rc_visard has at least firmware version 22.07. Otherwise the gamma value will
always be 1.0.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?gamma=<value> ‘

API version 1 (deprecated)

’ PUT http://<host>/api/v1l/nodes/rc_camera/parameters?gamma=<value> ‘

exp—_control (Exposure Auto, HDR or Manual)

The exposure control mode can be set to Auto, HDR or Manual. This replaces the depre-
cated exp_auto parameter.

Auto: This is the default mode in which the exposure time and gain factor is chosen auto-
matically to correctly expose the image. The last automatically determined exposure and
gain values are set into exp_value and gain_value when switching auto-exposure off.

HDR: The HDR mode computes high-dynamic-range images by combining images with
different exposure times to avoid under-exposed and over-exposed areas. This decreases
the frame rate and is only suitable for static scenes.

Manual: In the manual exposure mode the exposure time and gain are kept fixed indepen-
dent of the resulting image brightness.
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Note: For a pipeline of type rc_visard the HDR mode is only available when the con-
nected rc_visard has at least firmware version 23.01.

Not available for blaze sensor.
Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?exp_control=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?exp_control=<value>

exp_auto (deprecated)

This parameter is deprecated and will be removed in a future release. Please use
exp_control.

This value can be set to frue for auto-exposure mode, or to false for manual exposure mode.
In manual exposure mode, the chosen exposure time is kept, even if the images are overex-
posed or underexposed. In auto-exposure mode, the exposure time and gain factor is cho-
sen automatically to correctly expose the image. The last automatically determined exposure
and gain values are set into exp_value and gain_value when switching auto-exposure off.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?exp_auto=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?exp_auto=<value>

exp_auto_mode (Auto Exposure Mode)

The auto exposure mode can be set to Normal, Out1High or AdaptiveOut1. These modes
are relevant when the rc_cube is used with an external light source or projector connected to
the rc_visard’s or rc_viscore’s GPIO Out1, which can be controlled by the IOControl module
(/IO and Projector Control, Section 6.3.4).

Normal: All images are considered for exposure control, except if the IOControl mode for
GPIO Out1 is ExposureAlternateActive: then only images where GPIO Out1 is HIGH will be
considered, since these images may be brighter in case GPIO Out1 is used to trigger an
external light source.

Out1High: This exposure mode adapts the exposure time using only images with GPIO
Out1 HIGH. Images where GPIO Out1 is LOW are not considered at all, which means,
that the exposure time does not change when only images with Out1 LOW are acquired.
This mode is recommended for using the acquisition_mode SingleFrameOutl in the stereo
matching module as described in Stereo Matching Parameters (Section 6.1.2.5) and having
an external projector connected to GPIO Out1, when changes in the brightness of the scene
should only be considered when Out1 is HIGH. This is the case, for example, when a bright
part of the robot moves through the field of view of the camera just before a detection is
triggered, which should not affect the exposure time.
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AdaptiveOut1: This exposure mode uses all camera images and tracks the exposure dif-
ference between images with GPIO Out1 LOW and HIGH. While the IOControl mode for
GPIO Out1 is LOW, the images are under-exposed by this exposure difference to avoid
over-exposure for when GPIO Out1 triggers an external projector. The resulting exposure
difference is given as Out1 Reduction below the live images. This mode is recommended for
using the acquisition_mode SingleFrameOutl in the stereo matching module as described
in Stereo Matching Parameters (Section 6.1.2.5) and having an external projector connected
to GPIO Out1, when changes in the brightness of the scene should be considered at all
times. This is the case, for example, in applications where the external lighting changes.

Not available for blaze sensor.
Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?exp_auto_mode=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?exp_auto_mode=<value>

exp_max (Max Exposure)

This value is the maximal exposure time in auto-exposure mode in seconds. The actual
exposure time is adjusted automatically so that the images are exposed correctly. If the
maximum exposure time is reached, but the images are still underexposed, the rc_cube
stepwise increases the gain to increase the images’ brightness. Limiting the exposure time
is useful for avoiding or reducing motion blur during fast movements. However, higher gain
introduces noise into the image. The best trade-off depends on the application.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?exp_max=<value>

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_camera/parameters?exp_max=<value> ‘

exp_auto_average_max (Max Brightness) and exp_auto_average_min (Min Brightness)

The auto-exposure tries to set the exposure time and gain factor such that the average
intensity (i.e. brightness) in the image or exposure region is between a maximum and a
minimum. The maximum brightness will be used if there is no saturation, e.g. no over-
exposure due to bright surfaces or reflections. In case of saturation, the exposure time and
gain factor are reduced, but only down to the minimum brightness.

The maximum brightness has precedence over the minimum brightness parameter. If the
minimum brightness is larger than the maximum brightness, the auto-exposure always tries
to make the average intensity equal to the maximum brightness.

The current brightness is always shown in the status bar below the images.
Via the REST-API, this parameter can be set as follows.

API version 2
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PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?<exp_auto_
—,average_max|exp_auto_average_min>=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_camera/parameters?<exp_auto_average_max|exp_auto_
—average_min>=<value>

exp_offset_x, exp_offset_y, exp_width, exp_height (Exposure Region)

These values define a rectangular region in the left rectified image for limiting the area used
for computing the auto exposure. The exposure time and gain factor of both images are
chosen to optimally expose the defined region. This can lead to over- or underexposure of
image parts outside the defined region. If either the width or height is 0, then the whole left
and right images are considered by the auto exposure function. This is the default.

The region is visualized in the Web GUI by a rectangle in the left rectified image. It can
be defined using the sliders or by selecting it in the image after pressing the button Select
Region in Image.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?<exp_offset_
—X|exp_offset_y|exp_width|exp_height>=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_camera/parameters?<exp_offset_x|exp_offset_y|exp_
—width|exp_height>=<value>

exp—value (Exposure)

This value is the exposure time in manual exposure mode in seconds. This expo-
sure time is kept constant even if the images are underexposed.

Via the REST-API, this parameter can be set as follows.
API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?exp_value=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?exp_value=<value>

gain_value (Gain)

This value is the gain factor in decibel that can be set in manual exposure mode. Higher
gain factors reduce the required exposure time but introduce noise.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?gain_value=
—<value>
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API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_camera/parameters?gain_value=<value> ‘

wb_auto (White Balance Auto or Manual)

This value can be set to true for automatic white balancing or false for manually setting the
ratio between the colors using wb_ratio_red and wb_ratio_blue. The last automatically
determined ratios are set into wb_ratio_red and wb_ratio_blue when switching automatic
white balancing off. White balancing is without function for monochrome cameras and will
not be displayed in the Web GUI in this case.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?wb_auto=<value>

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_camera/parameters?wb_auto=<value>

wb_ratio_blue and wh_ratio_red (Blue | Green and Red | Green)

These values are used to set blue to green and red to green ratios for manual white balance.
White balancing is without function for monochrome cameras and will not be displayed in
the Web GUI in this case.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/parameters?<wb_ratio_
—blue|wb_ratio_red>=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1/nodes/rc_camera/parameters?<wb_ratio_blue|wb_ratio_red>=
—<value>

These parameters are also available over the GenlCam interface with slightly different names and partly
with different units or data types (see GigE Vision 2.0/GenlCam image interface, Section 7.2).

6.1.1.4 Status values

This module reports the following status values:

Roboception GmbH 34 Rev: 25.01.1
Manual: rc_cube Status: Jan 30, 2025



6.1. 3D camera modules

roboception

Table 6.2: The rc_camera module’s status values

Name Description

baseline Stereo baseline ¢t in meters

brightness Not available for blaze sensor. Current brightness of the image as
value between 0 and 1

color 0 for monochrome cameras, 1 for color cameras

exp Current exposure time in seconds. This value is shown below the
image preview in the Web GUI as Exposure (ms).

focal Focal length factor normalized to an image width of 1

fps Current frame rate of the camera images in Hertz. This value is shown
in the Web GUI below the image preview as FPS (Hz).

gain Current gain factor in decibel. This value is shown in the Web GUI
below the image preview as Gain (dB).

gamma Current gamma value.

height Height of the camera image in pixels. This value is shown in the Web

GUI below the image preview as the second part of Resolution (px).

outl_reduction

Not available for blaze sensor. Fraction of reduction (0.0 - 1.0) of
brightness for images with GPIO Out1=LOW in
exp_auto_mode=AdaptiveOut1 or exp_auto_mode=0ut1High. This
value is shown in the Web GUI below the image preview as Out1
Reduction (%).

params_override_active

1 if parameters are temporarily overwritten by a running calibration
process

test

0 for live images and 1 for test images

width

Width of the camera image in pixels. This value is shown in the Web
GUI below the image preview as the first part of Resolution (px).

6.1.1.5 Services

The camera module offers the following services.

reset_defaults

Restores and applies the default values for this module’s parameters (“factory reset”).

Details

This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_camera/services/reset_defaults

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_camera/services/reset_defaults

Request

This service has no arguments.

Response

The definition for the response with corresponding datatypes is:

{
"name":
"response": {

"reset_defaults",

(continues on next page)
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(continued from previous page)

"return_code": {
"message": "string",
"value": "intl16"

}

}
}

6.1.2 Stereo matching

The stereo matching module is a base module which is available on every rc_cube and uses the rectified
stereo-image pair to compute disparity, error, and confidence images.

Note: This module is not available in camera pipelines of type blaze.

To compute full resolution disparity, error and confidence images, an additional StereoPlus license
(Section 9.5) is required. This license is included in every rc_cube purchased after 31.01.2019.

6.1.2.1 Computing disparity images

After rectification, an object point is guaranteed to be projected onto the same pixel row in both left and
right image. That point’s pixel column in the right image is always lower than or equal to the same point’s
pixel column in the left image. The term disparity signifies the difference between the pixel columns in
the right and left images and expresses the depth or distance of the object point from the camera. The
disparity image stores the disparity values of all pixels in the left camera image.

The larger the disparity, the closer the object point. A disparity of 0 means that the projections of the
object point are in the same image column and the object point is at infinite distance. Often, there are
pixels for which disparity cannot be determined. This is the case for occlusions that appear on the left
sides of objects, because these areas are not seen from the right camera. Furthermore, disparity cannot
be determined for textureless areas. Pixels for which the disparity cannot be determined are marked as
invalid with the special disparity value of 0. To distinguish between invalid disparity measurements and
disparity measurements of 0 for objects that are infinitely far away, the disparity value for the latter is set
to the smallest possible disparity value above 0.

To compute disparity values, the stereo matching algorithm has to find corresponding object points in
the left and right camera images. These are points that represent the same object point in the scene.
For stereo matching, the rc_cube uses SGM (Semi-Global Matching), which offers quick run times and
great accuracy, especially at object borders, fine structures, and in weakly textured areas.

A key requirement for any stereo matching method is the presence of texture in the image, i.e., image-
intensity changes due to patterns or surface structure within the scene. In completely untextured regions
such as a flat white wall without any structure, disparity values can either not be computed or the results
are erroneous or have low confidence (see Confidence and error images, Section 6.1.2.3). The texture
in the scene should not be an artificial, repetitive pattern, since those structures may lead to ambiguities
and hence to wrong disparity measurements.

When working with poorly textured objects or in untextured environments, a static artificial texture can
be projected onto the scene using an external pattern projector. This pattern should be random-like
and not contain repetitive structures. The rc_cube provides the I0OControl module (see /O and Projector
Control, Section 6.3.4) as optional software module which can control a pattern projector connected to
the sensor.

6.1.2.2 Computing depth images and point clouds

The following equations show how to compute an object point’s actual 3D coordinates P, Py, P, in the
camera coordinate frame from the disparity image’s pixel coordinates p,, p, and the disparity value d in
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pixels:

P:

i d
Dy -1

Py:yT (6.1)
[t

P —_ L

z d I

where f is the focal length after rectification in pixels and ¢ is the stereo baseline in meters, which
was determined during calibration. These values are also transferred over the GenlCam interface (see
Custom GenlCam features of the rc_cube, Section 7.2.4).

Note: The rc_cube reports a focal length factor via its various interfaces. It relates to the image
width for supporting different image resolutions. The focal length f in pixels can be easily obtained
by multiplying the focal length factor by the image width in pixels.

Please note that equations (6.1) assume that the coordinate frame is centered in the principal point that
is typically in the center of the image, and p., p, refer to the middle of the pixel, i.e. by adding 0.5 to the
integer pixel coordinates. The following figure shows the definition of the image coordinate frame.

w/2

disparity image

h/2

Dy

Py

Fig. 6.3: The image coordinate frame’s origin is defined to be at the image center — w is the image width
and h is the image height.

The same equations, but with the corresponding GenlCam parameters are given in Image stream con-
versions (Section 7.2.7).

The set of all object points computed from the disparity image gives the point cloud, which can be used
for 3D modeling applications. The disparity image is converted into a depth image by replacing the
disparity value in each pixel with the value of P,.

Note: Roboception provides software and examples for receiving disparity images from the rc_cube
via GigE Vision and computing depth images and point clouds. See http://www.roboception.com/
download.

6.1.2.3 Confidence and error images

For each disparity image, additionally an error image and a confidence image are provided, which give
uncertainty measures for each disparity value. These images have the same resolution and the same
frame rate as the disparity image. The error image contains the disparity error d.,s in pixels corre-
sponding to the disparity value at the same image coordinates in the disparity image. The confidence
image contains the corresponding confidence value ¢ between 0 and 1. The confidence is defined as
the probability of the true disparity value being within the interval of three times the error around the
measured disparity d, i.e., [d — 3dcps, d + 3deps|. Thus, the disparity image with error and confidence
values can be used in applications requiring probabilistic inference. The confidence and error values
corresponding to an invalid disparity measurement will be 0.

The disparity error d.,, (in pixels) can be converted to a depth error z.,s (in meters) using the focal
length f (in pixels), the baseline ¢ (in meters), and the disparity value d (in pixels) of the same pixel in
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the disparity image:

deps - f -1
Zeps = pdizf (62)

Combining equations (6.1) and (6.2) allows the depth error to be related to the depth:

p _deps'Pz2
eps — .
[t

With the focal lengths and baselines of the different camera models and the typical combined calibration
and stereo matching error d.,s of 0.25 pixels, the depth accuracy can be visualized as shown below.
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6.1.2.4 Viewing and downloading images and point clouds

The rc_cube provides time-stamped disparity, error, and confidence images over the GenlCam interface
(see Provided image streams, Section 7.2.6). Live streams of the images are provided with reduced
quality on the Depth Image page in the desired pipeline of the Web GUI/ (Section 7.1).

The Web GUI also provides the possibility to download a snapshot of the current scene containing the
depth, error and confidence images, as well as a point cloud in ply format as described in Downloading
depth images and point clouds (Section 7.1.5).

6.1.2.5 Parameters
The stereo matching module is called rc_stereomatching in the REST-API and it is represented by
the Depth Image page in the desired pipeline in the Web GUI (Section 7.1). The user can change

the stereo matching parameters there, or use the REST-API (REST-API interface, Section 7.3) or GigE
Vision (GigE Vision 2.0/GenlCam image interface, Section 7.2).

Parameter overview

This module offers the following run-time parameters:
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Table 6.3: The rc_stereomatching module’s run-time parameters

Name Type Min Max Default Description

acquisition_mode string - - Continuous | Acquisition mode:
[Continuous,
SingleFrame,
SingleFrameOut1]

double_shot bool | false | true false Combination of

disparity images from
two subsequent stereo
image pairs
exposure_adapt_timeout | float64 | 0.0 2.0 0.0 Maximum time in
seconds to wait after
triggering in
SingleFrame modes
until auto exposure has
finished adjustments

fill int32 0 4 3 Disparity tolerance for
hole filling in pixels

maxdepth floaté4 | 0.1 100.0 100.0 Maximum depth in
meters

maxdeptherr floaté4 | 0.01 | 100.0 100.0 Maximum depth error
in meters

minconf floaté4 | 0.5 1.0 0.5 Minimum confidence

mindepth floaté4 | 0.1 100.0 0.1 Minimum depth in
meters

quality string - - High Quality: [Low, Medium,
High, Full]. Full
requires ‘stereo_plus’
license.

seg int32 0 4000 200 Minimum size of valid
disparity segments in
pixels

smooth bool | false | true true Smoothing of disparity

image (requires
‘stereo_plus’ license)
static_scene bool | false | true false Accumulation of
images in static scenes
to reduce noise

Description of run-time parameters

Each run-time parameter is represented by a row on the Web GUI's Depth Image page. The name in
the Web GUI is given in brackets behind the parameter name and the parameters are listed in the order
they appear in the Web GUI:
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robocephon rc_cube > Pipeline 0: rc visard > Depth Image

‘jBE Dashboard
[@1q Pipeline 0: rc_visard ( Vv Live L

[#]q camera

£2> Depth Image

Modules

v Confidence

640 x 480

Depth Image Settings

Acquisition Mode ® Continuous Single Single + Out1 Info
Exposure Adaptation Timeout (s) 0 Info
Quality Low Medium @ High Full Info
Double-Shot Info
Static info
Minimum Distance (m) 0.1 Info
Maximum Distance (m) 100 Info
Smoothing (@) infe
Fill-in (pixel) 3 Info
Segmentation (pixel) - 200 Info
Minimum Confidence 05 Info
Maximum Depth Error (m) 100 Info

<& collapse Sidebar

Fig. 6.4: The Web GUI's Depth Image page

acquisition_mode (Acquisition Mode)

The acquisition mode can be set to Continuous, SingleFrame (Single) or
SingleFrameOutl (Single + Out1). The first one is the default, which performs
stereo matching continuously according to the user defined frame rate and the
available computation resources. The two other modes perform stereo match-
ing upon each click of the Acquire button. The Single + Out1 mode additionally
controls an external projector that is connected to GPIO Out1 (/O and Projector
Control, Section 6.3.4). In this mode, out1_mode of the IOControl module is auto-
matically set to ExposureAlternateActive upon each trigger call and reset to Low
after receiving images for stereo matching.
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Note: The Single + 0Outl mode can only change the outl_mode if the IOCon-
trol license is available on the rc_cube.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—acquisition_mode=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?acquisition_mode=<value>

exposure_adapt_timeout (Exposure Adaptation Timeout)

The exposure adaptation timeout gives the maximum time in seconds that the
system will wait after triggering an image acquisition until auto exposure has found
the optimal exposure time. This timeout is only used in SingleFrame (Single) or
SingleFrameOutl (Single + Out1) acquisition mode with auto exposure active. This
value should be increased in applications with changing lighting conditions, when
images are under- oder overexposed and the resulting disparity images are too
sparse. In these cases multiple images are acquired until the auto-exposure mode
has adjusted or the timeout is reached, and only then the actual image acquisition
is triggered.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—exposure_adapt_timeout=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?exposure_adapt_timeout=
—<value>

quality (Quality)

Disparity images can be computed in different resolutions: Full (full image res-
olution), High (half of the full image resolution), Medium (quarter of the full image
resolution) and Low (sixth of the full image resolution). Full resolution matching
(Full) is only possible with a valid StereoPlus license. The lower the resolution,
the higher the frame rate of the disparity image. Please note that the frame rate of
the disparity, confidence, and error images will always be less than or equal to the
camera frame rate. In case the projector is in ExposureAlternateActive mode,
the frame rate of the images can be at most half of the camera frame rate.

If full resolution is selected, the depth range is internally limited due to limited on-
board memory resources. It is recommended to adjust mindepth and maxdepth to
the depth range that is required by the application.
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Table 6.4: Depth image resolutions (pixel) depending on the cho-

sen quality
Connected Camera | Full Quality | High Quality | Medium Quality | Low Quality
rc_visard 1280 x 960 640 x 480 320 x 240 214 x 160
rc_visard_ng 1440 x 1080 | 720 x 540 360 x 270 240 x 180
rc_viscore 4112 x 3008 | 2056 x 1504 | 1028 x 752 686 x 502

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—quality=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_stereomatching/parameters?quality=<value>

double_shot (Double-Shot)

Enabling this option will lead to denser disparity images, but will increase processing time.

For scenes recorded with a projector in Single + Outl acquisition mode, or in continuous
acquisition mode with the projector in ExposureAlternateActive mode, holes caused by re-
flections of the projector are filled with depth information computed from the images without
projector pattern. In this case, the double_shot parameter must only be enabled if the scene
does not change during the acquisition of the images.

For all other scenes, holes are filled with depth information computed from a downscaled
version of the same image.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?double_
—shot=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?double_shot=<value>

static_scene (Static)

This option averages 8 consecutive camera images before matching. This reduces noise,
which improves the stereo matching result. However, the latency increases significantly. The
timestamp of the first image is taken as timestamp of the disparity image. This option only
affects matching in full or high quality. It must only be enabled if the scene does not change
during the acquisition of the 8 images.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?static_
—,scene=<value>

API version 1 (deprecated)
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PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?static_scene=<value> ‘

mindepth (Minimum Distance)

The minimum distance is the smallest distance from the camera at which measurements
should be possible. Larger values implicitly reduce the disparity range, which also reduces
the computation time. The minimum distance is given in meters.

Depending on the capabilities of the sensor, the actual minimum distance can be higher than
the user setting. The actual minimum distance will be reported in the status values.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—smindepth=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?mindepth=<value>

maxdepth (Maximum Distance)

The maximum distance is the largest distance from the camera at which measurements
should be possible. Pixels with larger distance values are set to invalid in the disparity image.
Setting this value to its maximum permits values up to infinity. The maximum distance is
given in meters.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—maxdepth=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?maxdepth=<value>

smooth (Smoothing)

This option activates advanced smoothing of disparity values. It is only available with a valid
StereoPlus license.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?smooth=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?smooth=<value>
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£i1L (Fill-in)

This option is used to fill holes in the disparity image by interpolation. The fill-in value is the
maximum allowed disparity step on the border of the hole. Larger fill-in values can decrease
the number of holes, but the interpolated values can have larger errors. At most 5% of pixels
are interpolated. Interpolation of small holes is preferred over interpolation of larger holes.
The confidence for the interpolated pixels is set to a low value of 0.5. A fill-in value of 0
switches hole filling off.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?fill=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_stereomatching/parameters?fill=<value>

seg (Segmentation)

The segmentation parameter is used to set the minimum number of pixels that a connected
disparity region in the disparity image must fill. Isolated regions that are smaller are set to
invalid in the disparity image. The value is related to the high quality disparity image with half
resolution and does not have to be scaled when a different quality is chosen. Segmentation
is useful for removing erroneous disparities. However, larger values may also remove real
objects.

Via the REST-API, this parameter can be set as follows.
API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?seg=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/parameters?seg=<value>

minconf (Minimum Confidence)

The minimum confidence can be set to filter potentially false disparity measurements. All
pixels with less confidence than the chosen value are set to invalid in the disparity image.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—minconf=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1/nodes/rc_stereomatching/parameters?minconf=<value>
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maxdeptherr (Maximum Depth Error)

The maximum depth error is used to filter measurements that are too inaccurate. All pixels
with a larger depth error than the chosen value are set to invalid in the disparity image. The
maximum depth error is given in meters. The depth error generally grows quadratically with
an object’s distance from the camera (see Confidence and error images, Section 6.1.2.3).

Via the REST-API, this parameter can be set as follows.
API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/parameters?
—maxdeptherr=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_stereomatching/parameters?maxdeptherr=<value>

The same parameters are also available over the GenlCam interface with slightly different names and
partly with different data types (see GigE Vision 2.0/GenlCam image interface, Section 7.2).

6.1.2.6 Status values

This module reports the following status values:

Table 6.5: The rc_stereomatching module’s status values

Name Description

fps Actual frame rate of the disparity, error, and confidence images. This value
is shown in the Web GUI below the image preview as FPS (Hz).

latency Time in seconds between image acquisition and publishing of disparity
image

width Current width of the disparity, error, and confidence images in pixels

height Current height of the disparity, error, and confidence images in pixels

mindepth Actual minimum working distance in meters

maxdepth Actual maximum working distance in meters

time_matching Time in seconds for performing stereo matching using SGM on the GPU

time_postprocessing | Time in seconds for postprocessing the matching result on the CPU

reduced_depth_range | Indicates whether the depth range is reduced due to computation
resources

6.1.2.7 Services

The stereo matching module offers the following services.

acquisition_trigger

Signals the module to perform stereo matching of the next available images, if the parameter
acquisition_mode is setto SingleFrame or SingleFrameOutl.

Details
An error is returned if the acquisition_mode is set to Continuous.
This service can be called as follows.

API version 2

Roboception GmbH 45 Rev: 25.01.1
Manual: rc_cube Status: Jan 30, 2025



6.1. 3D camera modules robocepl:lon

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/services/
—,acquisition_trigger

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/services/acquisition_trigger

Request
This service has no arguments.
Response

Possible return codes are shown below.

Table 6.6: Possible return codes of the acquisition_trigger ser-
vice call.
Code | Description
0 Success
-8 Triggering is only possible in SingleFrame acquisition mode
101 | Trigger is ignored, because there is a trigger call pending
102 | Trigger is ignored, because there are no subscribers

The definition for the response with corresponding datatypes is:

{
"pame": "acquisition_trigger",
"response": {

"return_code": {
"message": "string",
"value": "intl16"

reset_defaults

Restores and applies the default values for this module’s parameters (“factory reset”).
Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_stereomatching/services/reset_
—defaults

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_stereomatching/services/reset _defaults

Request

This service has no arguments.

Response

The definition for the response with corresponding datatypes is:
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{
"name": "reset_defaults",
"response": {
"return_code": {

"message": "string",
"value": "int16"
}
}
}
6.1.3 Blaze

The blaze module is a base module which is available on every rc_cube and provides disparity, confi-
dence and error images of a connected Basler blaze camera in an RGB-D setup, i.e. the blaze Time-
of-Flight (ToF) camera in combination with the Basler aceA1300 color camera.

After connecting the Basler blaze sensor to the rc_cube, it can take up to about one minute until it is
found. Upon first connection of the sensor to the rc_cube, the sensor must be calibrated before it can
be used. Calibration can be done through the Web GUI on the page Camera calibration (Section 6.3.3)
under Configuration in the respective pipeline. After storing the calibration, it will persistently reside
on the rc_cube and automatically be used whenever the sensor is connected to the rc_cube again,
regardless of the port or pipeline.

The blaze module only runs in camera pipelines of type blaze.

6.1.3.1 Viewing and downloading images and point clouds

The rc_cube provides time-stamped disparity, error, and confidence images over the GenlCam interface
(see Provided image streams, Section 7.2.6). Live streams of the images are provided with reduced
quality on the Depth Image page in the desired pipeline of the Web GUI/ (Section 7.1).

The Web GUI also provides the possibility to download a snapshot of the current scene containing the
depth, error and confidence images, as well as a point cloud in ply format as described in Downloading
depth images and point clouds (Section 7.1.5).

6.1.3.2 Parameters
The blaze module is called rc_blaze in the REST-API and it is represented by the Depth Image page
in the desired pipeline in the Web GUI (Section 7.1), when a Basler blaze camera is connected and

running in the corresponding pipeline. The user can change the blaze parameters there, or use the
REST-API (REST-API interface, Section 7.3).

Parameter overview

This module offers the following run-time parameters:
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Table 6.7: The rc_blaze module’s run-time parameters

Name Type Min Max Default Description
acquisition_mode string - - Continuous | Acquisition mode:
[Continuous,
SingleFrame]
ambiguity filter bool false true true Ambiguity filter
ambiguity filter_threshold | int32 0 255 204 Ambiguity filter
threshold
exp_value floaté4 | 0.0001 | 0.001 0.001 Exposure time of ToF
camera
fill int32 0 4 3 Tolerance for hole filling
in pixels
gamma_correction bool false true true Gamma correction
maxdepth floaté4 | 0.01 10.0 10.0 Maximum depth in
meters
minconf float64 0.0 1.0 0.00488 Minimum confidence
mindepth float64 0.1 10.0 0.1 Minimum depth in
meters
outlier_removal bool false true true Outlier removal
outlier_removal_threshold int32 0 8 5 Outlier removal
threshold
seg int32 0 4000 200 Minimum size of valid
segments in pixels
spatial_filter bool false true true Spatial filter
temporal_filter bool false true true Temporal filter
temporal_filter_strength int32 50 255 200 Temporal filter strength
thermal_drift_correction bool false true true Thermal drift correction

Description of run-time parameters

Each run-time parameter is represented by a row on the Web GUI's Depth Image page. The name in
the Web GUI is given in brackets behind the parameter name and the parameters are listed in the order

they appear in the Web GUI:

exp_value (Exposure Time)

This parameter is the exposure time of the blaze camera in seconds. It controls
for how long the photosensitive cells are exposed to light. If the operating mode is
changed, the exposure time is set to the recommended default value. Reducing
the exposure time may reduce measurement accuracy and is only recommended

when the image is overexposed.

Via the REST-API, this parameter can be set as follows.

API version 2

—<value>

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?exp_value=

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?exp_value=<value>
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acquisition_mode (Acquisition Mode)

The acquisition mode can be set to Continuous (Continuous) or SingleFrame (Sin-
gle). The first one is the default and continuously provides depth images. In single
frame mode, images are only captured when the Acquire button is clicked.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?acquisition_
—,mode=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?acquisition_mode=<value>

mindepth (Minimum Distance)

The minimum distance is the smallest distance from the camera at which measurements
should be possible. The minimum distance is given in meters.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?mindepth=<value> ‘

API version 1 (deprecated)

’ PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?mindepth=<value> ‘

maxdepth (Maximum Distance)

The maximum distance is the largest distance from the camera at which measurements
should be possible. Pixels with larger distance values are set to invalid in the disparity
image. The maximum distance is given in meters.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?maxdepth=<value> ‘

API version 1 (deprecated)

’ PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?maxdepth=<value> ‘

£A1L (Fill-in)

This option is used to fill holes in the disparity image by interpolation. The fill-in value is the
maximum allowed disparity step on the border of the hole. Larger fill-in values can decrease
the number of holes, but the interpolated values can have larger errors. At most 5% of pixels
are interpolated. Interpolation of small holes is preferred over interpolation of larger holes.
The confidence for the interpolated pixels is set to a low value of 0.5. A fill-in value of 0
switches hole filling off.

Via the REST-API, this parameter can be set as follows.
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API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?fill=<value> ‘

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_blaze/parameters?fill=<value>

seg (Segmentation)

The segmentation parameter is used to set the minimum number of pixels that a connected
disparity region in the disparity image must fill. Isolated regions that are smaller are set to
invalid in the disparity image. Segmentation is useful for removing erroneous disparities.
However, larger values may also remove real objects.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?seg=<value> ‘

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?seg=<value> ‘

minconf (Minimum Confidence)

The minimum confidence can be set to filter potentially false disparity measurements. All
pixels with less confidence than the chosen value are set to invalid in the disparity image.

Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?minconf=<value>

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_blaze/parameters?minconf=<value>

spatial_filter (Spatial Filter)

This parameter enables the spatial noise filter. The spatial noise filter uses the values of
neighboring pixels to filter out noise in an image. It is based on the raw data of the image.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?spatial_filter=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?spatial_filter=<value>
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temporal_filter (Temporal Filter)

This parameter enables the temporal noise filter. The temporal noise filter uses the values
of the same pixel at different points in time to filter out noise in an image. It is based on the
depth data of the image.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?temporal_filter=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_blaze/parameters?temporal_filter=<value>

temporal_filter_strength (Strength)

This parameter represents the strength of the temporal filter. The higher the value, the
stronger the filter. High values may cause motion artifacts, while low values reduce the
efficacy of the filter.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?temporal_filter_
—strength=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?temporal_filter_strength=<value>

outlier_removal (Outlier Removal)

This parameter enables the outlier removal filter. It removes pixels that differ significantly
from their local environment.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?outlier_removal=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?outlier_removal=<value>

outlier_removal_threshold (Threshold)

This parameter determines the strength of the outlier removal filter. The higher the value,
the more outliers will be removed.

Via the REST-API, this parameter can be set as follows.

API version 2
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PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?outlier_removal_
—threshold=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?outlier_removal_threshold=<value>

ambiguity_filter (Ambiguity Filter)

This parameter enables the ambiguity filter. The ambiguity filter removes pixels whose depth
data is ambiguous. In certain demanding scenes, e.g., because of stray light or multi-path
effects, detection may fail. In this case, the filter should be disabled.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?ambiguity_
—filter=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?ambiguity filter=<value>

ambiguity_filter_threshold (Threshold)

This parameter determines the strength of the ambiguity filter. The higher the value, the
stronger the filter. Higher values increase the reliability of the filter.

Via the REST-API, this parameter can be set as follows.
API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?ambiguity_
—filter_threshold=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_blaze/parameters?ambiguity_filter_threshold=<value>

gamma_correction (Gamma Correction)

This parameter enables gamma correction on the intensity image, which is a nonlinear op-
eration to lighten the dark regions of the image.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?gamma_
—correction=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?gamma_correction=<value>
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thermal_drift_correction (Thermal Drift Correction)

This parameter activates the correction of the thermal drift.
Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/parameters?thermal_drift_
—correction=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/parameters?thermal_drift_correction=<value>

6.1.3.3 Status values

This module reports the following status values:

Table 6.8: The rc_blaze module’s status values

Name Description

fps Actual frame rate of the disparity, error, and confidence images. This value is shown in
the Web GUI below the image preview as FPS (Hz).

latency | Time in seconds between image acquisition and publishing of disparity image

width Current width of the disparity, error, and confidence images in pixels

height Current height of the disparity, error, and confidence images in pixels

mindepth | Actual minimum working distance in meters

maxdepth | Actual maximum working distance in meters

6.1.3.4 Services

The Blaze module offers the following services.

acquisition_trigger

Signals the module to acquire a depth image, if the parameter acquisition_mode is set to
SingleFrame.

Details
An error is returned if the acquisition_mode is set to Continuous.
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/services/acquisition_
—trigger

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_blaze/services/acquisition_trigger

Request
This service has no arguments.
Response

Possible return codes are shown below.
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Table 6.9: Possible return codes of the acquisition_trigger ser-

vice call.
Code | Description
0 Success
-8 Triggering is only possible in SingleFrame acquisition mode

101
102

Trigger is ignored, because there is a trigger call pending
Trigger is ignored, because there are no subscribers

The definition for the response with corresponding datatypes is:

{
"name": "acquisition_trigger",
"response": {

"return_code": {
"message": "string",
"value": "int16"

}

}
}

reset_defaults

Restores and applies the default values for this module’s parameters (“factory reset”).
Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_blaze/services/reset_defaults

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_blaze/services/reset_defaults

Request

This service has no arguments.

Response

The definition for the response with corresponding datatypes is:

{

"name": "reset defaults",
"response": {

"return_code":
"message":

{

"string",

"value":

"intle"

}
}
}

6.2 Detection & Measure modules

The rc_cube offers software modules for different detection and measuring applications:
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» Measure (rc_measure, Section 6.2.1) provides measure functionalities, such as depth measure-
ments.

» LoadCarrier (rc_load_carrier, Section 6.2.2) allows detecting load carriers and their filling lev-
els.

TagDetect (rc_april_tag_detect and rc_qr_code_detect, Section 6.2.3) allows the detection
of AprilTags and QR codes, as well as the estimation of their poses.

ItemPick and ItemPickAl (rc_itempick, Section 6.2.4) provides an out-of-the-box perception
solution for robotic pick-and-place applications of objects of an object category or unknown
objects.

BoxPick (rc_boxpick, Section 6.2.5) provides an out-of-the-box perception solution for robotic
pick-and-place applications of boxes or textured boxes.

SilhouetteMatch (rc_silhouettematch, Section 6.2.6) provides an object detection solution for
objects placed on a plane or stacked planar objects.

» CADMatch (rc_cadmatch, Section 6.2.7) provides an object detection solution for 3D objects.

These modules are pipeline specific, which means that they run inside each camera pipeline. Changes
to their settings or parameters only affect the corresponding pipeline and have no influence on the other
camera pipelines running on the rc_cube.

These modules are optional and can be activated by purchasing a separate license (Section 9.5).

6.2.1 Measure

6.2.1.1 Introduction

The Measure module allows measuring of depth values in a specific region of interest.

The Measure module is an on-board module of the rc_cube.

6.2.1.2 Measuring Depth

The Measure module provides functionality to measure depth values in the current scene in a 2D region
of interest. Optionally, the region of interest can be subdivided into up to 100 cells, for which separate
depth measurements are returned in addition to the overall depth measurements of the whole region.

A depth measurement consist of the average depth mean_z, the minimum depth min_z and the maximum
depth max_z, each containing 3D coordinates. The coordinates of the min_z and max_z measurements
correspond to the point in the cell or overall region with the minimum and maximum distance from the
camera, respectively. The x and y coordinates of the mean_z measurements define a point in the center
of the cell or the overall region and the z coordinate is determined by the average of all depth value
measurements (distances from the camera) in this region. Additionally, a coverage value is returned for
each cell and the overall region, which is a number between 0 and 1 that reflects the fraction of valid
depth values inside the respective region. A coverage value of 0 means that the cell is invalid and no
depth value could be computed.

When the external pose_frame is used for the depth measurements, all 3D coordinates are computed
as described above, but then transformed to the external frame. That means, the depth is always
measured along the line of sight of the camera, independently of the chosen pose frame.

6.2.1.3 Interaction with other modules

Internally, the Measure module depends on, and interacts with other on-board modules as listed below.

Note: All changes and configuration updates to these modules will affect the performance of the
Measure module.
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Depth Images

The Measure module internally makes use of the following data:

+ Disparity images from the Stereo matching module (rc_stereomatching, Section 6.1.2), in case
an rc_viscore or rc_visard camera is used

* Depth images from the Blaze module (rc_blaze, Section 6.1.3), in case a Basler blaze camera is
used

10 and Projector Control

In case the rc_cube is used in conjunction with an external random dot projector and the /O and Projec-
tor Control module (rc_iocontrol, Section 6.3.4), it is recommended to connect the projector to GPIO
Out 1 and set the stereo-camera module’s acquisition mode to SingleFrameOutl (see Stereo match-
ing parameters, Section 6.1.2.5), so that on each image acquisition trigger an image with and without
projector pattern is acquired.

Alternatively, the output mode for the GPIO output in use should be set to ExposureAlternateActive
(see Description of run-time parameters, Section 6.3.4.1).

In either case, the Auto Exposure Mode exp_auto_mode should be set to AdaptiveOutl to optimize the
exposure of both images (see Stereo camera parameters, Section 6.1.1.3).

No additional changes are required to use the Measure module in combination with a random dot
projector.

Hand-eye calibration

In case the camera has been calibrated to a robot, the Measure module can automatically provide
points in the robot coordinate frame. For the Measure node’s Services (Section 6.2.1.6), the frame of
the output points can be controlled with the pose_frame argument.

Two different pose_frame values can be chosen:

1. Camera frame (camera). All points provided by the module are in the camera frame, and no prior
knowledge about the pose of the camera in the environment is required. It is the user’s respon-
sibility to update the configured points if the camera frame moves (e.g. with a robot-mounted
camera).

2. External frame (external). All points provided by the module are in the external frame, configured
by the user during the hand-eye calibration process. The module relies on the on-board Hand-eye
calibration module (Section 6.3.1) to retrieve the sensor mounting (static or robot mounted) and
the hand-eye transformation. If the mounting is static, no further information is needed. If the
sensor is robot-mounted, the robot_pose is required to transform poses to and from the external
frame.

Note: If no hand-eye calibration is available, all pose_frame values should be set to camera.

All pose_frame values that are not camera or external are rejected.

6.2.1.4 Parameters

The Measure module is called rc_measure in the REST-API and is represented in the Web GUI/ (Section
7.1) in the desired pipeline under Modules — Measure.
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Parameter overview

This module has no run-time parameters.

6.2.1.5 Status values

The Measure module reports the following status values:

Table 6.10: The rc_measure module’s status values

Name Description

data_acquisition_time Time in seconds required to acquire depth image
last_timestamp_processed | The timestamp of the last processed depth image
processing_time Processing time of the last measurement in seconds

6.2.1.6 Services

The user can explore and call the Measure module’s services, e.g. for development and testing, using
the REST-API interface (Section 7.3) or the rc_cube Web GUI (Section 7.1) on the Measure page under
Modules.

The Measure module offers the following services.

measure_depth

Computes the mean, minimum and maximum depth in a given region of interest, which can
optionally be subdivided into cells.

Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_measure/services/measure_depth

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_measure/services/measure_depth ‘

Request
Required arguments:

pose_frame: see Hand-eye calibration (Section 6.2.1.3).
Optional arguments:

region_of_interest_2d_id is the ID of the 2D region of interest (see RoiDB, Sec-
tion 6.4.2) that will be used for the depth measurements.

region_of_interest_2d is an alternative on-the-fly definition of the region of in-
terest for the depth measurements. This region of interest will be ignored if a
region_of_interest_2d_id is given. The region of interest is always defined on
the camera image with full resolution, where offset_x and offset_y are the pixel
coordinates of the upper left corner of the rectangular region of interest, and width
and height are the width and height of it in pixels. Default is a region of interest
covering the whole image.

cell_count is the number of cells in x and y direction into which the region of
interest is divided. If not given, a cell count of 0, 0 is assumed and only the overall
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values will be computed. The total cell count is computed as product of the x and
y values must not exceed 100.

data_acquisition_mode: if set to CAPTURE_NEW (default), a new image dataset will
be used for the measurement. If set to USE_LAST, the previous dataset will be used
for the measurement.

Potentially required arguments:
robot_pose: see Hand-eye calibration (Section 6.2.1.3).

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"cell_count": {
"x": "uint32",
"y": "uint32"
I
"data_acquisition_mode": "string",
"pose_frame": "string",
"region_of_interest_2d": {
"height": "uint32",
"offset_x": "uint32",
"offset_y": "uint32",
"width": "uint32"
}
"region_of_interest_2d_id": "string",
"robot_pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
'z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
}

}

Response

cells contains the depth measurements of all requested cells. The cells are always ordered
from left to right and top to bottom in image coordinates.

overall contains the depth measurements of the full region of interest.
coverage contains the valid pixel ratio as described in Measuring Depth (Section 6.2.1.2).

mean_z, min_z and max_z contains the measurement coordinates as described in Measuring
Depth (Section 6.2.1.2).

region_of_interest_2d returns the definition of the requested region of interest for the
depth measurement.

pose_frame contains the pose frame of the depth measurement coordinates.

The definition for the response with corresponding datatypes is:

{
"name": "measure_depth",
"response": {
(continues on next page)
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(continued from previous page)

"cell_count": {
"x": "uint32",
"y": "uint32"

}

"cells": [

{

"max—z": {
"x": "float64",
"y": "float64",
"z": "float64"

+

"mean—_z": {
"x": "float64d",
"y": "float64",
"z": "float64"

+

"min_z": {
"x": "float64",
"y": "float64",
"z": "float64"

}

}

1,

"overall": {
"coverage": "float64",
"max—z": {

"x": "float64",
"y": "float64",
"z": "float64"
H
"mean_z": {
"x": "float64",
"y": "float64",
"z": "float64"
T
"min_z": {
"x": "float64d",
"y": "float64",
"z": "float64"
}
}

"pose_frame": "string",

"height": "uint32",
"offset_x": "uint32",
"offset_y": "uint32",
"width": "uint32"

I

"return_code": {
"message": "string",
"value": "intl6"

}

"timestamp": {
"nsec": "int32",
"sec": "int32"

"coverage": "float64",

"region_of_interest_2d": {
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trigger_dump

Triggers dumping of the measurement that corresponds to the given timestamp, or the latest
measurement, if no timestamp is given. The dumps are saved to the connected USB drive.

Details

This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_measure/services/trigger_dump

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_measure/services/trigger_dump

Request

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"comment": "string",
"timestamp": {
"nsec": "int32",
"sec": "int32"
¥
}
}
Response

The definition for the response with corresponding datatypes is:

{
"name": "trigger_dump",
"response": {
"return_code": {
"message": "string",
"value": "intl16"

6.2.1.7 Return codes

Each service response contains a return_code, which consists of a value plus an optional message.
A successful service returns with a return_code value of 0. Negative return_code values indicate
that the service failed. Positive return_code values indicate that the service succeeded with additional
information. The smaller value is selected in case a service has multiple return_code values, but all
messages are appended in the return_code message.

The following table contains a list of common codes:

Table 6.11: Return codes of the Measure module’s services

Code

Description

0

Success

X

An invalid argument was provided
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6.2.2 LoadCarrier

6.2.2.1 Introduction

The LoadCarrier module allows the detection of load carriers, which is usually the first step when objects
or grasp points inside a bin should be found. The models of the load carriers to be detected have to be
defined in the LoadCarrierDB (Section 6.4.1) module.

The LoadCarrier module is an optional on-board module of the rc cube and is licensed with
any of the modules ltemPick and ItemPickAl (Section 6.2.4) and BoxPick (Section 6.2.5) or CAD-
Match (Section 6.2.7) and SilhouetteMatch (Section 6.2.6). Otherwise it requires a separate LoadCar-
rier license (Section 9.5) to be purchased.

Note: This module is pipeline specific. Changes to its settings or parameters only affect the respec-
tive camera pipeline and have no influence on other pipelines running on the rc_cube.

6.2.2.2 Detection of load carriers

The load carrier detection algorithm detects load carriers that match a specific load carrier model, which
must be defined in the LoadCarrierDB (Section 6.4.1) module. The load carrier model is referenced by
its 1D, which is passed to the load carrier detection. The detection of a load carrier is based on the
detection of its rectangular rim. For this, it uses lines detected in the left camera image and the depth
values of the load carrier rim. Thus, the rim should form a contrast to the background and the disparity
image must be dense on the rim.

If multiple load carriers of the specified load carrier ID are visible in the scene, all of them will be detected
and returned by the load carrier detection.

By default, when assume_gravity_aligned is true and gravity measurements are available, the algo-
rithm searches for load carriers whose rim planes are perpendicular to the measured gravity vector. To
detect tilted load carriers, assume_gravity_aligned must be set to false or the load carrier’s approxi-
mate orientation must be specified as pose and the pose_type should be set to ORIENTATION_PRIOR.

Load carriers can be detected at a distance of up to 3 meters from the camera.

When a 3D region of interest (see RoiDB, Section 6.4.2) is used to limit the volume in which load carriers
should be detected, only the load carriers’ rims must be fully included in the region of interest.

The detection algorithm returns the poses of the load carriers’ origins (see Load carrier definition, Sec-
tion 6.4.1.2) in the desired pose frame.

The detection functionality also determines if the detected load carriers are overfilled, which means,
that objects protrude from the plane defined by the load carrier’s outer part of the rim.
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Fig. 6.5: Load carrier models and reference frames
6.2.2.3 Detection of filling level

The LoadCarrier module offers the detect_filling_level service to compute the filling level of all
detected load carriers.

The load carriers are subdivided into a configurable number of cells in a 2D grid. The maximum number
of cells is 10x10. For each cell, the following values are reported:

* level_in_percent: minimum, maximum and mean cell filling level in percent from the load carrier
floor. These values can be larger than 100% if the cell is overfilled.

* level_free_in_meters: minimum, maximum and mean cell free level in meters from the load
carrier rim. These values can be negative if the cell is overfilled.

» cell_size: dimensions of the 2D cell in meters.
» cell_position: position of the cell center in meters (either in camera or external frame, see
Hand-eye calibration, Section 6.2.2.4). The z-coordinate is on the level of the load carrier rim.

+ coverage: represents the proportion of valid pixels in this cell. It varies between 0 and 1 with steps

of 0.1. A low coverage indicates that the cell contains several missing data (i.e. only a few points
were actually measured in this cell).

These values are also calculated for the whole load carrier itself. If no cell subdivision is specified, only
the overall filling level is computed.

Fig. 6.6: Visualizations of the load carrier filling level: overall filling level without grid (left), 4x3 grid
(center), 8x8 grid (right). The load carrier content is shown in a green gradient from white (on the load
carrier floor) to dark green. The overfilled regions are visualized in red. Numbers indicate cell IDs.
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6.2.2.4 Interaction with other modules

Internally, the LoadCarrier module depends on, and interacts with other on-board modules as listed
below.

Note: All changes and configuration updates to these modules will affect the performance of the
LoadCarrier module.

Stereo camera and Stereo matching

The LoadCarrier module makes internally use of the following data:
 Rectified images from the Camera module (rc_camera, Section 6.1.1);

+ Disparity, error, and confidence images from the Stereo matching module (rc_stereomatching,
Section 6.1.2).

All processed images are guaranteed to be captured after the module trigger time.

10 and Projector Control

In case the rc_cube is used in conjunction with an external random dot projector and the /O and Projec-
tor Control module (rc_iocontrol, Section 6.3.4), it is recommended to connect the projector to GPIO
Out 1 and set the stereo-camera module’s acquisition mode to SingleFrameOutl (see Stereo match-
ing parameters, Section 6.1.2.5), so that on each image acquisition trigger an image with and without
projector pattern is acquired.

Alternatively, the output mode for the GPIO output in use should be set to ExposureAlternateActive
(see Description of run-time parameters, Section 6.3.4.1).

In either case, the Auto Exposure Mode exp_auto_mode should be set to AdaptiveOutl to optimize the
exposure of both images (see Stereo camera parameters, Section 6.1.1.3).

No additional changes are required to use the LoadCarrier module in combination with a random dot
projector.

Hand-eye calibration

In case the camera has been calibrated to a robot, the LoadCarrier module can automatically provide
poses in the robot coordinate frame. For the LoadCarrier node’s Services (Section 6.2.2.7), the frame
of the output poses can be controlled with the pose_frame argument.

Two different pose_frame values can be chosen:

1. Camera frame (camera). All poses provided by the module are in the camera frame, and no
prior knowledge about the pose of the camera in the environment is required. This means that
the configured load carriers move with the camera. It is the user’s responsibility to update the
configured poses if the camera frame moves (e.g. with a robot-mounted camera).

2. External frame (external). All poses provided by the module are in the external frame, configured
by the user during the hand-eye calibration process. The module relies on the on-board Hand-eye
calibration module (Section 6.3.1) to retrieve the sensor mounting (static or robot mounted) and
the hand-eye transformation. If the mounting is static, no further information is needed. If the
sensor is robot-mounted, the robot_pose is required to transform poses to and from the external
frame.

Note: If no hand-eye calibration is available, all pose_frame values should be set to camera.

All pose_frame values that are not camera or external are rejected.
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6.2.2.5 Parameters

The LoadCarrier module is called rc_load_carrier in the REST-API and is represented in the Web
GUI (Section 7.1) in the desired pipeline under Modules — LoadCarrier. The user can explore and
configure the LoadCarrier module’s run-time parameters, e.g. for development and testing, using the
Web GUI or the REST-API interface (Section 7.3).

Parameter overview

Note: The default values in the parameter table below show the values of the rc_visard. The values
can be different for other sensors.

This module offers the following run-time parameters:

Table 6.12: The rc_load_carrier module’s run-time parameters

Name Type Min Max | Default | Description
assume_gravity_aligned bool false true true When true, only
gravity-aligned load
carriers are detected, if
gravity measurement is
available.

crop_distance floaté4 | 0.0 0.05 | 0.005 | Safety margin in meters
by which the load carrier
inner dimensions are
reduced to define the
region of interest for
detection
min_plausibility float64 0.0 0.99 0.8 Indicates how much of the
plane surrounding the
load carrier rim must be
free to count as valid
detection
model_tolerance float64 | 0.003 | 0.025 | 0.008 | Indicates how much the
estimated load carrier
dimensions are allowed to
differ from the load carrier
model dimensions in
meters

Description of run-time parameters

Each run-time parameter is represented by a row on the LoadCarrier Settings section of the Web GUI’s
LoadCarrier page under Modules. The name in the Web GUI is given in brackets behind the parameter
name and the parameters are listed in the order they appear in the Web GUI. The parameters are
prefixed with load_carrier_ when they are used outside the rc_load_carrier module from another
detection module using the REST-API interface (Section 7.3).

assume_gravity_aligned (Assume Gravity Aligned)

If this parameter is set to true, then only load carriers without tilt will be detected. This
can speed up the detection. If this parameter is set to false, tilted load carriers will also be
detected.

This parameter is ignored for load carriers with an orientation prior.
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Note: Gravity alignment is only available for pipelines of type rc_visard. The gravity vector is
estimated from linear acceleration readings from the on-board IMU.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/parameters?assume_gravity_
—aligned=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_load _carrier/parameters?assume_gravity_aligned=<value>

model_tolerance (Model Tolerance)

indicates how much the estimated load carrier dimensions are allowed to differ from the load
carrier model dimensions in meters.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/parameters?model_
—tolerance=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_load_carrier/parameters?model_tolerance=<value>

crop_distance (Crop Distance)

sets the safety margin in meters by which the load carrier’s inner dimensions are reduced to
define the region of interest for detection (ref. Fig. 6.39).

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/parameters?crop_
—distance=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_load_carrier/parameters?crop_distance=<value>

min_plausibility (Minimum Plausibility):

The minimum plausibility defines how much of the plane around the load carrier rim must
at least be free to count as valid detection. Increase the minimal plausibility to reject false
positive detections and decrease the value in case a clearly visible load carrier cannot be
detected.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/parameters?min_
—plausibility=<value>
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API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_load_carrier/parameters?min_plausibility=<value> ‘

6.2.2.6 Status values

The LoadCarrier module reports the following status values:

Table 6.13: The rc_load_carrier module’s status values

Name Description

data_acquisition_time Time in seconds required to acquire image pair
last_timestamp_processed The timestamp of the last processed image pair
load_carrier_detection_time | Processing time of the last detection in seconds

6.2.2.7 Services

The user can explore and call the LoadCarrier module’s services, e.g. for development and testing,
using the REST-API interface (Section 7.3) or the rc_cube Web GUI (Section 7.1) on the LoadCarrier
page under Modules.

The LoadCarrier module offers the following services.

detect_load_carriers

Triggers a load carrier detection as described in Detection of load carriers (Section 6.2.2.2).
Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/services/detect_
—load_carriers

APl version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_load_carrier/services/detect_load_carriers

Request
Required arguments:
pose_frame: see Hand-eye calibration (Section 6.2.2.4).

load_carrier_ids: IDs of the load carriers which should be detected. Currently
only one ID can be specified.

Potentially required arguments:
robot_pose: see Hand-eye calibration (Section 6.2.2.4).
Optional arguments:

region_of_interest_id: ID of the 3D region of interest where to search for the
load carriers.

region_of_interest_2d_id: ID of the 2D region of interest where to search for
the load carriers.

Note: Only one type of region of interest can be set.
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The definition for the request arguments with corresponding datatypes is:

{
"args": {
"load_carrier_ids": [
"string"
1,
"pose_frame": "string",
"region_of_interest_2d_id": "string",
"region_of_interest_id": "string",
"robot_pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
'z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"

Response

load_carriers: list of detected load carriers.

timestamp: timestamp of the image set the detection ran on.
return_code: holds possible warnings or error codes and messages.

The definition for the response with corresponding datatypes is:

{
"name": "detect load carriers",
"response": {

"load_carriers": [
{
"height_open_side": "float64",
"id": "string",
"inner_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"
+
"outer_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"
+
"overfilled": "bool",
"pose": {
"orientation": {
"w": "float64",
x": "float64",
"y": "float64",
z": "float64"
}
"position": {
"x": "float64",
"y": "float64",

(continues on next page)
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"z": "float64"

}
+
"pose_frame": "string",
"rim_ledge": {

"x": "float64",

"y": "float64"
+
"rim_step_height": "float64",
"rim_thickness": {

"x": "floate4",
"y": "float64"
+
"type": "string"
}

1,

"return_code": {
"message": "string",
"value": "intl6"

I

"timestamp": {
"nsec": "int32",
"sec": "int32"

}

}

detect_filling_level

Triggers a load carrier filling level detection as described in Detection of filling level (Section
6.2.2.3).

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/services/detect_
—filling_level

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/detect_filling_level

Request
Required arguments:
pose_frame: see Hand-eye calibration (Section 6.2.2.4).

load_carrier_ids: IDs of the load carriers which should be detected. Currently
only one ID can be specified.

Potentially required arguments:
robot_pose: see Hand-eye calibration (Section 6.2.2.4).
Optional arguments:
filling_level_cell_count: Number of cells in the filling level grid.

region_of_interest_id: ID of the 3D region of interest where to search for the
load carriers.
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region_of_interest_2d_id: ID of the 2D region of interest where to search for

the load carriers.

Note: Only one type of region of interest can be set.

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"filling_level_cell_count": {
"x": "uint32",
"y": "uint32"
}
"load_carrier_ids": [
"string"
1,
"pose_frame": "string",
"region_of_interest_2d_id": "string",
"region_of_interest_id": "string",
"robot_pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
z": "float64"
I
"position": {
"x": "float64",
"y": "float64",
"z": "float64"

Response

load_carriers: list of detected load carriers and their filling levels.
timestamp: timestamp of the image set the detection ran on.
return_code: holds possible warnings or error codes and messages.

The definition for the response with corresponding datatypes is:

{
"name": "detect filling_ Tlevel",
"response": {
"load_carriers": [
{
"cells_filling_levels": [
{
"cell_position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
"cell_size": {
"x": "float64",
"y": "float64"
3
"coverage": "float64",
"level_free_in_meters": {

(continues on next page)
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"max": "float64",
"mean": "float64",
"min": "float64"
},
"level_in_percent": {
"max": "float64",

"mean": "float64",
"min": "float64"
}
}
1,
"filling_level_cell_count": {
"x": "uint32",
"y": "uint32"
+
"height_open_side": "float64",
"id": "string",
"inner_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"
+
"outer_dimensions": {
"x": "float64d",
"y "float64",
"z": "float64"
+

"overall_filling_level™: {

"cell_position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

“cell_size": {
"x": "float64",
"y": "float64"

1

"coverage": "float64",

"level_free_in_meters": {
"max": "float64",
"mean": "float64",
"min": "float64"

I

"level_in_percent": {
"max": "float64",
"mean": "float64",
"min": "float64"

}
+
"overfilled": "bool",
"pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "floate4",
'z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
(continues on next page)
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}
}
"pose_frame": "string",
"rim_ledge": {

"x": "float64",

"y": "float64"
+
"rim_step_height": "float64",
"rim_thickness": {

"x": "float64",
"y": "float64"
+
"type": "string"
}

1,

"return_code": {
"message": "string",
"value": "intl16"

I

"timestamp": {
"nsec": "int32",
"sec": "int32"

}

reset_defaults

Restores and applies the default values for this module’s parameters (“factory reset”).

Details
This service can be called as follows.

API version 2

—defaults

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/services/reset_

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_load_carrier/services/reset_defaults

Request
This service has no arguments.

Response

The definition for the response with corresponding datatypes is:

{
"name": "reset_defaults",
"response": {

"return_code": {
"message": "string",
"value": "intl16"
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trigger_dump

Triggers dumping of the detection that corresponds to the given timestamp, or the latest
detection, if no timestamp is given. The dumps are saved to the connected USB drive.

Details
This service can be called as follows.

API version 2

—dump

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_load_carrier/services/trigger_

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/trigger_dump

Request

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"comment": "string",
"timestamp": {
"nsec": "int32",
"sec": "int32"
}
}
b
Response

The definition for the response with corresponding datatypes is:

{
"name": "trigger_dump",
"response": {

"return_code": {
"message": "string",
"value": "intle"

}

}

}

set_load_carrier (deprecated)

Persistently stores a load carrier on the rc_cube.

API version 2

This service is not available in API version 2. Use set load carrier (Section 6.4.1.5) in

rc_load_carrier_db instead.
API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/vl/nodes/rc_load_carrier/services/set_load_carrier

The definitions of the request and response are the same as described in
set_load_carrier (Section 6.4.1.5) in rc_load_carrier_db.
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get_load_carriers (deprecated)

Returns the configured load carriers with the requested load_carrier_ids.

API version 2

This service is not available in API version 2. Use get load carriers (Section 6.4.1.5) in
rc_load_carrier_db instead.

API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/get_load_carriers

The definitions of the request and response are the same as described in
get load_carriers (Section 6.4.1.5) in rc_load_carrier_db.

delete_load_carriers (deprecated)

Deletes the configured load carriers with the requested load_carrier_ids.

API version 2

This service is not available in API version 2. Use delete load carriers (Section 6.4.1.5) in
rc_load_carrier_db instead.

API version 1 (deprecated)
This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/delete_load_carriers

The definitions of the request and response are the same as described in
delete load carriers (Section 6.4.1.5) in rc_load_carrier_db.

set_region_of_interest (deprecated)

Persistently stores a 3D region of interest on the rc_cube.
API version 2

This service is not available in API version 2. Use set region of interest (Section 6.4.2.4)
in rc_roi_db instead.

API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/set_region_of_interest

The definitions of the request and response are the same as described in
set_region_of interest (Section 6.4.2.4) in rc_roi_db.

get_regions_of_interest (deprecated)

Returns the configured 3D regions of interest with the requested region_of_interest_ids.

API version 2

This service is not available in APl version 2. Use get regions_of interest (Section 6.4.2.4)
in rc_roi_db instead.
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API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/get_regions_of_interest

The definitions of the request and response are the same as described in
get regions of interest (Section 6.4.2.4) in rc_roi_db.

delete_regions_of_interest (deprecated)

Deletes the configured 3D regions of interest with the requested region_of_interest_ids.

API version 2

This service is not available in API version 2. Use delete regions of interest (Section
6.4.2.4) in rc_roi_db instead.

API version 1 (deprecated)
This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/delete_regions_of_interest

The definitions of the request and response are the same as described in
delete_regions_of _interest (Section 6.4.2.4) in rc_roi_db.

set_region_of_interest_2d (deprecated)

Persistently stores a 2D region of interest on the rc_cube.

API version 2

This service is not available in APl version 2. Use set region of interest _2d (Section
6.4.2.4) in rc_roi_db instead.

API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/set_region_of_interest_2d

The definitions of the request and response are the same as described in
set _region of interest 2d (Section 6.4.2.4) in rc_roi_db.

get_regions_of_interest_2d (deprecated)

Returns the configured 2D regions of interest with the requested
region_of_interest_2d_ids.

API version 2

This service is not available in API version 2. Use get regions of interest 2d (Section
6.4.2.4) in rc_roi_db instead.

API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/get_region_of_interest_2d

The definitions of the request and response are the same as described in
get _regions_of interest_2d (Section 6.4.2.4) in rc_roi_db.
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delete_regions_of_interest_2d (deprecated)

Deletes the configured 2D regions of interest with the requested
region_of_interest_2d_ids.

API version 2

This service is not available in API version 2. Use delete regions_of interest_2d (Section
6.4.2.4) in rc_roi_db instead.

API version 1 (deprecated)

This service can be called as follows.

PUT http://<host>/api/v1l/nodes/rc_load_carrier/services/delete_regions_of_interest_2d

The definitions of the request and response are the same as described in
delete_regions_of interest _2d (Section 6.4.2.4) in rc_roi_db.

6.2.2.8 Return codes

Each service response contains a return_code, which consists of a value plus an optional message.
A successful service returns with a return_code value of 0. Negative return_code values indicate
that the service failed. Positive return_code values indicate that the service succeeded with additional
information. The smaller value is selected in case a service has multiple return_code values, but all
messages are appended in the return_code message.

The following table contains a list of common codes:

Table 6.14: Return codes of the LoadCarrier module’s services

Code | Description
0 Success
-1 An invalid argument was provided
-4 Data acquisition took longer than allowed
-10 | New element could not be added as the maximum storage capacity of load carriers has
been exceeded
-11 Sensor not connected, not supported or not ready
-302 | More than one load carrier provided to the detect_load_carriers or
detect_filling_level services, but only one is supported
3 The detection timeout during load carrier detection has been reached. Consider reducing
the model tolerance.
10 The maximum storage capacity of load carriers has been reached
11 An existent persistent model was overwritten by the call to set_load_carrier
100 | The requested load carriers were not detected in the scene
102 | The detected load carrier has no points inside
300 | Avalid robot_pose was provided as argument but it is not required

6.2.3 TagDetect

6.2.3.1 Introduction

The TagDetect modules are optional on-board modules of the rc_cube and require separate licenses
(Section 9.5) to be purchased. The licenses are included in every rc_cube purchased after 01.07.2020.

The TagDetect modules run on board the rc_cube and allow the detection of 2D matrix codes and
tags. Currently, there are TagDetect modules for QR codes and AprilTags. The modules, furthermore,
compute the position and orientation of each tag in the 3D camera coordinate system, making it simple
to manipulate a tag with a robot or to localize the camera with respect to a tag.
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Note: These modules are not available in blaze camera pipelines.

Note: These modules are pipeline specific. Changes to their settings or parameters only affect the
respective camera pipeline and have no influence on other pipelines running on the rc_cube.

Tag detection is made up of three steps:
1. Tag reading on the 2D image pair (see Tag reading, Section 6.2.3.2).
2. Estimation of the pose of each tag (see Pose estimation, Section 6.2.3.3).
3. Re-identification of previously seen tags (see Tag re-identification, Section 6.2.3.4).

In the following, the two supported tag types are described, followed by a comparison.

QR code

Fig. 6.7: Sample QR code

QR codes are two-dimensional matrix codes that contain arbitrary user-defined data. There is wide
support for decoding of QR codes on commodity hardware such as smartphones. Also, many online
and offline tools are available for the generation of such codes.

The “pixels” of a QR code are called modules. Appearance and resolution of QR codes change with
the amount of data they contain. While the special patterns in the three corners are always 7 modules
wide, the number of modules between them increases the more data is stored. The lowest-resolution
QR code is of size 21x21 modules and can contain up to 152 bits.

Even though many QR code generation tools support generation of specially designed QR codes (e.g.,
containing a logo, having round corners, or having dots as modules), a reliable detection of these tags
by the rc_cube’s TagDetect module is not guaranteed. The same holds for QR codes which contain
characters that are not part of regular ASCII.
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AprilTag

Fig. 6.8: A 16h5 tag (left), a 36h11 tag (center) and a 41h12 tag (right). AprilTags consist of a mandatory
white (a) and black (b) border and a variable amount of data bits (c).

AprilTags are similar to QR codes. However, they are specifically designed for robust identification at
large distances. As for QR codes, we will call the tag pixels modules. Fig. 6.8 shows how AprilTags are
structured. They have a mandatory white and black border, each one module wide. The tag families
16h5, 25h9, 36h10 and 36h11 are surrounded by this border and carry a variable amount of data
modules in the center. For tag family 41h12, the black and white border is shifted towards the inside
and the data modules are in the center and also at the border of the tags. Other than QR codes,
AprilTags do not contain any user-defined information but are identified by a predefined family and ID.
The tags in Fig. 6.8 for example are of family 16h5, 36h11 and 41h12 have id 0, 11 and 0, respectively.
All supported families are shown in Table 6.15.

Table 6.15: AprilTag families

Family | Number of tag IDs | Recommended
16h5 | 30 -
25h9 | 35 0
36h10 | 2320 0
36h11 | 587 +
41h12 | 2115 +

For each family, the number before the “h” states the number of data modules contained in the tag: While
a 16h5 tag contains 16 (4x4) data modules ((c) in Fig. 6.8), a 36h11 tag contains 36 (6x6) modules and
a 41h12 tag contains 41 (3x3 inner + 4x8 outer) modules. The number behind the “h” refers to the
Hamming distance between two tags of the same family. The higher, the more robust is the detection,
but the fewer individual tag IDs are available for the same number of data modules (see Table 6.15).

The advantage of fewer modules (as for 16h5 compared to 36h11) is the lower resolution of the tag.
Hence, each tag module is larger and the tag therefore can be detected from a larger distance. This,
however, comes at a price: Firstly, fewer data modules lead to fewer individual tag IDs. Secondly, and
more importantly, detection robustness is significantly reduced due to a higher false positive rate; i.e,
tags are mixed up or nonexistent tags are detected in random image texture or noise. The 41h12 family
has its border shifted towards the inside, which gives it more data modules at a lower number of total
modules compared to the 36h11 family.

For these reasons we recommend using the 41h12 and 36h11 families and highly discourage the use of
the 16h5 family. The latter family should only be used if a large detection distance really is necessary for
an application. However, the maximum detection distance increases only by approximately 25% when
using a 16h5 tag instead of a 36h11 tag.

Pre-generated AprilTags can be downloaded at the AprilTag project website (https://april.eecs.umich.
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edu/software/apriltag.html). There, each family consists of multiple PNGs containing single tags. Each
pixel in the PNGs corresponds to one AprilTag module. When printing the tags of the families 36h11,
36h10, 25h9 and 16h5 special care must be taken to also include the white border around the tag that
is contained in the PNG (see (a) in Fig. 6.8). Moreover, all tags should be scaled to the desired printing
size without any interpolation, so that the sharp edges are preserved.

Comparison

Both QR codes and AprilTags have their up and down sides. While QR codes allow arbitrary user-
defined data to be stored, AprilTags have a pre-defined and limited set of tags. On the other hand,
AprilTags have a lower resolution and can therefore be detected at larger distances. Moreover, the
continuous white to black border in AprilTags allow for more precise pose estimation.

Note: If user-defined data is not required, AprilTags should be preferred over QR codes.

6.2.3.2 Tag reading

The first step in the tag detection pipeline is reading the tags on the 2D image pair. This step takes most
of the processing time and its precision is crucial for the precision of the resulting tag pose. To control
the speed of this step, the quality parameter can be set by the user. It results in a downscaling of the
image pair before reading the tags. High yields the largest maximum detection distance and highest
precision, but also the highest processing time. Low results in the smallest maximum detection distance
and lowest precision, but processing requires less than half of the time. Medium lies in between. Please
note that this quality parameter has no relation to the quality parameter of Stereo matching (Section
6.1.2).

r=>5, t

Fig. 6.9: Visualization of module size s, size of a tag in modules r, and size of a tag in meters ¢ for
AprilTags (left and center) and QR codes (right)

The maximum detection distance z at quality High can be approximated by using the following formulae,

fs
z=—,
p

s§= -,

r
where f is the focal length (Section 6.1.1.1) in pixels and s is the size of a module in meters. s can
easily be calculated by the latter formula, where ¢ is the size of the tag in meters and r is the width of the
code in modules (for AprilTags without the white border). Fig. 6.9 visualizes these variables. p denotes
the number of image pixels per module required for detection. It is different for QR codes and AprilTags.
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Moreover, it varies with the tag’s angle to the camera and illumination. Approximate values for robust
detection are:

* AprilTag: p = 5 pixels/module
* QR code: p = 6 pixels/module

The following tables give sample maximum distances for different situations, assuming a focal length of
1075 pixels and the parameter quality to be set to High.

Table 6.16: Maximum detection distance examples for AprilTags
with a width of t = 4 cm

AprilTag family Tag width | Maximum distance
36h11 (recommended) | 8 modules | 1.1 m
16h5 6 modules | 1.4 m
41h12 (recommended) | 5 modules | 1.7 m

Table 6.17: Maximum detection distance examples for QR codes
with a width of ¢ = 8 cm

Tag width Maximum distance
29 modules | 0.49 m

21 modules | 0.70 m

6.2.3.3 Pose estimation

For each detected tag, the pose of this tag in the camera coordinate frame is estimated. A requirement
for pose estimation is that a tag is fully visible in the left and right camera image. The coordinate frame
of the tag is aligned as shown below.

Fig. 6.10: Coordinate frames of AprilTags (left and center) and QR codes (right)

The z-axis is pointing “into” the tag. Please note that for AprilTags, although having the white border
included in their definition, the coordinate system’s origin is placed exactly at the transition from the
white to the black border. Since AprilTags do not have an obvious orientation, the origin is defined as
the upper left corner in the orientation they are pre-generated in.

During pose estimation, the tag’s size is also estimated, while assuming the tag to be square. For QR
codes, the size covers the full tag. For AprilTags, the size covers only the part inside the border defined
by the transition from the black to the white border modules, hence ignoring the outermost white border
for the tag families 16h5, 25h9, 36h10 and 36h11.

The user can also specify the approximate size (+10%) of tags. All tags not matching this size constraint
are automatically filtered out. This information is further used to resolve ambiguities in pose estimation
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that may arise if multiple tags with the same ID are visible in the left and right image and these tags are
aligned in parallel to the image rows.

Note: For best pose estimation results one should make sure to accurately print the tag and to attach
it to a rigid and as planar as possible surface. Any distortion of the tag or bump in the surface will
degrade the estimated pose.

Note: It is highly recommended to set the approximate size of a tag. Otherwise, if multiple tags with
the same ID are visible in the left or right image, pose estimation may compute a wrong pose if these
tags have the same orientation and are approximately aligned in parallel to the image rows. However,
even if the approximate size is not given, the TagDetect modules try to detect such situations and
filter out affected tags.

Below tables give approximate precisions of the estimated poses of AprilTags. We distinguish between
lateral precision (i.e., in x and y direction) and precision in z direction. It is assumed that quality is set
to High, that the camera’s viewing direction is parallel to the tag’s normal and that the images are well
exposed and do not suffer from motion blur. The size of a tag does not have a significant effect on the
lateral or z precision; however, in general, larger tags improve precision. With respect to precision of
the orientation especially around the x and y axes, larger tags clearly outperform smaller ones.

Table 6.18: Approximate position precision for AprilTag detections
with High quality in an ideal scenario for different base lines

Distance | rc_visard 65 - lateral | rc_visard 65 -2z | rc_visard 160 - lateral | rc_visard 160 - z
0.5m 0.05 mm 0.5 mm 0.05 mm 0.3 mm
1.0m 0.15 mm 1.8 mm 0.15 mm 1.4 mm
20m 1.5 mm 14.5 mm 0.5 mm 3.7 mm

Table 6.19: Approximate orientation precision for AprilTag detec-
tions with High quality in an ideal scenario for different tag sizes

Distance | 60 x 60 mm | 120 x 120 mm
0.5m 0.2° —

1.0m 0.8° 0.3°

20m 2.0° 0.8°

3.0m - 1.8°

6.2.3.4 Tag re-identification

Each tag has an ID; for AprilTags it is the family plus tag ID, for QR codes it is the contained data.
However, these IDs are not unique, since the same tag may appear multiple times in a scene.

For distinction of these tags, the TagDetect modules also assign each detected tag a unique identifier.
To help the user identifying an identical tag over multiple detections, tag detection tries to re-identify
tags; if successful, a tag is assigned the same unique identifier again.

Tag re-identification compares the positions of the corners of the tags in the camera coordinate frame
to find identical tags. Tags are assumed identical if they did not or only slightly move in that frame.

By setting the max_corner_distance threshold, the user can specify how much a tag is allowed move in
the static coordinate frame between two detections to be considered identical. This parameter defines
the maximum distance between the corners of two tags, which is shown in Fig. 6.11. The Euclidean
distances of all four corresponding tag corners are computed in 3D. If none of these distances exceeds
the threshold, the tags are considered identical.
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Fig. 6.11: Simplified visualization of tag re-identification. Euclidean distances between associated tag
corners in 3D are compared (red arrows).

After a number of tag detection runs, previously detected tag instances will be discarded if they are not
detected in the meantime. This can be configured by the parameter forget_after_n_detections.

6.2.3.5 Hand-eye calibration

In case the camera has been calibrated to a robot, the TagDetect module can automatically provide
poses in the robot coordinate frame. For the TagDetect node’s Services (Section 6.2.3.8), the frame of
the output poses can be controlled with the pose_frame argument.

Two different pose_frame values can be chosen:
1. Camera frame (camera). All poses provided by the module are in the camera frame.

2. External frame (external). All poses provided by the module are in the external frame, configured
by the user during the hand-eye calibration process. The module relies on the on-board Hand-eye
calibration module (Section 6.3.1) to retrieve the sensor mounting (static or robot mounted) and
the hand-eye transformation. If the sensor mounting is static, no further information is needed.
If the sensor is robot-mounted, the robot_pose is required to transform poses to and from the
external frame.

All pose_frame values that are not camera or external are rejected.

6.2.3.6 Parameters

There are two separate modules available for tag detection, one for detecting AprilTags and one for
QR codes, named rc_april_tag_detect and rc_qr_code_detect, respectively. Apart from the module
names they share the same interface definition.

In addition to the REST-API interface (Section 7.3), the TagDetect modules provide pages on the Web
GUI in the desired pipeline under Modules — AprilTag and Modules — QR Code, on which they can be
tried out and configured manually.

In the following, the parameters are listed based on the example of rc_qr_code_detect. They are the
same for rc_april_tag_detect.

This module offers the following run-time parameters:
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Table 6.20: The rc_qr_code_detect module’s run-time parame-
ters

Name Type Min Max | Default | Description
detect_inverted_tags bool false | true false Detect tags with black
and white exchanged
forget_after_n_detections | int32 1 1000 30 Number of detection
runs after which to forget
about a previous tag
during tag
re-identification
max_corner_distance float64 | 0.001 | 0.01 0.005 | Maximum distance of
corresponding tag
corners in meters during
tag re-identification
quality string - - High | Quality of tag detection:
[Low, Medium, High]
use_cached_images bool false | true false | Use most recently
received image pair
instead of waiting for a
new pair

Via the REST-API, these parameters can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/<rc_qr_code_detect|rc_april_tag_
—detect>/parameters?<parameter-name>=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/<rc_qr_code_detect|rc_april_tag_detect>/parameters?
—<parameter-name>=<value>

6.2.3.7 Status values

The TagDetect modules reports the following status values:

Table 6.21: The rc_qr_code_detect and rc_april_tag_detect
module’s status values

Name Description

data_acquisition_time Time in seconds required to acquire image pair
last_timestamp_processed | The timestamp of the last processed image pair
processing_time Processing time of the last detection in seconds
state The current state of the node

The reported state can take one of the following values.

Table 6.22: Possible states of the TagDetect modules

State name | Description
IDLE The module is idle.
RUNNING | The module is running and ready for tag detection.
FATAL A fatal error has occurred.
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6.2.3.8 Services

The TagDetect modules implement a state machine for starting and stopping. The actual tag detection
can be triggered via detect.

The user can explore and call the rc_qr_code_detect and rc_april_tag_detect modules’ services,
e.g. for development and testing, using the REST-API interface (Section 7.3) or the rc_cube Web
GUI (Section 7.1).

detect

Triggers a tag detection.
Details

Depending on the use_cached_images parameter, the module will use the latest
received image pair (if set to true) or wait for a new pair that is captured after the
service call was triggered (if set to false, this is the default). Even if set to true, tag
detection will never use one image pair twice.

It is recommended to call detect in state RUNNING only. It is also possible to be
called in state IDLE, resulting in an auto-start and stop of the module. This, how-
ever, has some drawbacks: First, the call will take considerably longer; second,
tag re-identification will not work. It is therefore highly recommended to manually
start the module before calling detect.

Tags might be omitted from the detect response due to several reasons, e.g., if
a tag is visible in only one of the cameras or if pose estimation did not succeed.
These filtered-out tags are noted in the log, which can be accessed as described
in Downloading log files (Section 9.6).

A visualization of the latest detection is shown on the Web GUI tabs of the TagDe-
tect modules. Please note that this visualization will only be shown after calling
the detection service at least once. On the Web GUI, one can also manually try
the detection by clicking the Detect button.

Due to changes in system time on the rc_cube there might occur jumps of times-
tamps, forward as well as backward (see Time synchronization, Section 7.7). For-
ward jumps do not have an effect on the TagDetect module. Backward jumps,
however, invalidate already received images. Therefore, in case a backwards time
jump is detected, an error of value -102 will be issued on the next detect call, also
to inform the user that the timestamps included in the response will jump back.
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/<rc_qr_code_detect|rc_
—april_tag_detect>/services/detect

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/<rc_qr_code_detect|rc_april_tag_detect>/
—»services/detect

Request
Optional arguments:

tags is the list of tag IDs that the TagDetect module should detect. For QR
codes, the ID is the contained data. For AprilTags, it is “<family>_<id>",
S0, e.g., for a tag of family 36h11 and ID 5, it is “36h171_5". Naturally,
the AprilTag module can only be triggered for AprilTags, and the QR code
module only for QR codes.
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The tags list can also be left empty. In that case, all detected tags will
be returned. This feature should be used only during development and
debugging of an application. Whenever possible, the concrete tag IDs
should be listed, on the one hand avoiding some false positives, on the
other hand speeding up tag detection by filtering tags not of interest.

For AprilTags, the user can not only specify concrete tags but also a com-
plete family by setting the ID to “<family>", so, e.g., “36h11”. All tags of
this family will then be detected. It is further possible to specify multiple
complete tag families or a combination of concrete tags and complete tag
families; for instance, triggering for “36h11”, “25h9_3”, and “36h10” at the
same time.

In addition to the ID, the approximate size (+10%) of a tag can be set with
the size parameter. As described in Pose estimation (Section 6.2.3.3),
this information helps to resolve ambiguities in pose estimation that may
arise in certain situations and can be used to filter out tags not fulfilling
the given size constraint.

The tags list is OR-connected. All tags will be returned that match any of
id-size pair elements in the tags list.

pose_frame controls whether the poses of the detected tags are re-
turned in the camera or external frame, as detailed in Hand-eye calibra-
tion (Section 6.2.3.5). The default is camera.

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"pose_frame": "string",
"robot_pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
"z": "float64"
H
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
I
"tags": [
{
"id": "string",
"size": "float64"
}
]
}
}

Response

timestamp is set to the timestamp of the image pair the tag detection ran on.

tags contains all detected tags.

id is the ID of the tag, similar to id in the request.

instance_id is the random unique identifier of the tag assigned by tag re-

identification.

pose contains position and orientation. The orientation is in quaternion format.
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pose_frame is set to the coordinate frame above pose refers to. It will either be

“camera” or “external”.

size will be set to the estimated tag size in meters.

return_code holds possible warnings or error codes.

The definition for the response with corresponding datatypes is:

{
"name": "detect",
"response": {

"return_code": {
"message": "string",
"value": "int16"

+

"tags": [

{

"id": "string",

"pose": {
"orientation": {
"w": "float64",
"x": "float64",
y": "float64",
'z": "float64"

}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

1

"size": "float64",
"timestamp": {
"nsec": "int32",
"sec": "int32"
}
}
1,
"timestamp": {
"nsec": "int32",
"sec": "int32"

"instance_id": "string",

"pose_frame": "string",

start

Starts the module by transitioning from IDLE to RUNNING.

Details

When running, the module receives images from the stereo camera and is ready to perform
tag detections. To save computing resources, the module should only be running when

necessary.

This service can be called as follows.

API version 2

(continues on next page)
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(continued from previous page)

|

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/<rc_qr_code_detect|rc_april_tag detect>/services/start

Request

This service has no arguments.

Response

The definition for the response with corresponding datatypes is:

{

"name": "start",
"response": {

"accepted": "bool",
"current_state": "string"

stop

Stops the module by transitioning to IDLE.

restart

Details

This transition can be performed from state RUNNING and FATAL. All tag re-
identification information is cleared during stopping.

This service can be called as follows.
API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/<rc_qr_code_detect|rc_
—april_tag_detect>/services/stop

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/<rc_qr_code_detect|rc_april_tag_detect>/

—services/stop

Request
This service has no arguments.
Response

The definition for the response with corresponding datatypes is:

{
“name": "stop",
"response": {
"accepted": "bool",
"current_state": "string"

Restarts the module.
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Details

If in RUNNING or FATAL, the module will be stopped and then started. If in IDLE, the
module will be started.

This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/<rc_qr_code_detect|rc_
—april_tag_detect>/services/restart

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/<rc_qr_code_detect|rc_april_tag_detect>/
—services/restart

Request
This service has no arguments.
Response

The definition for the response with corresponding datatypes is:

{
"name": "restart",
"response": {

"accepted": "bool",
"current_state": "string"

trigger_dump

Triggers dumping of the detection that corresponds to the given timestamp, or the latest

detection, if no timestamp is given. The dumps are saved to the connected USB drive.
Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/<rc_qr_code_detect|rc_april_tag_
—detect>/services/trigger_dump

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/<rc_qr_code_detect|rc_april_tag_detect>/services/
—trigger_dump

Request
The definition for the request arguments with corresponding datatypes is:
{
"args": {
"comment": "string",
"timestamp": {
"nsec": "int32",
"sec": "int32"
}
}
}
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Response

The definition for the response with corresponding datatypes is:

{
"pame": "trigger_dump",
"response": {

"return_code": {
"message": "string",
"value": "int16"

reset_defaults

Resets all parameters of the module to its default values, as listed in above table.
Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/<rc_qr_code_detect|rc_april_tag_
—detect>/services/reset_defaults

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/<rc_qr_code_detect|rc_april_tag_detect>/services/reset_
—defaults

Request
This service has no arguments.
Response

The definition for the response with corresponding datatypes is:

{
"name": "reset_defaults",
"response": {
"return_code": {
"message": "string",
"value": "intl6"

6.2.3.9 Return codes

Each service response contains a return_code, which consists of a value plus an optional message.
A successful service returns with a return_code value of 0. Negative return_code values indicate
that the service failed. Positive return_code values indicate that the service succeeded with additional
information. The smaller value is selected in case a service has multiple return_code values, but all
messages are appended in the return_code message.

The following table contains a list of common return codes:
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Code | Description

0 Success

-1 An invalid argument was provided

-4 A timeout occurred while waiting for the image pair
-9 The license is not valid

-11 Sensor not connected, not supported or not ready

-101 Internal error during tag detection

-102 | There was a backwards jump of system time
-103 | Internal error during tag pose estimation

-200 | A fatal internal error occurred

200 Multiple warnings occurred; see list in message
201 The module was not in state RUNNING

6.2.4 ltemPick and ltemPickAl

6.2.4.1 Introduction

The ltemPick and ltemPickAl module provides an out-of-the-box perception solution for robotic pick-
and-place applications. ltemPick targets the detection of flat surfaces on unknown objects for picking
with a suction gripper. ltemPickAl is an upgrade of ltemPick and uses neural networks to segment
objects of a given object category and computes oriented and object-centered grasp points for suction

grippers.
In addition, the module offers:

+ A dedicated page on the rc_cube Web GUI (Section 7.1) for easy setup, configuration, testing,
and application tuning.

 The definition of regions of interest to select relevant volumes in the scene (see RoiDB, Section
6.4.2).

+ Aload carrier detection functionality for bin-picking applications (see LoadCarrier, Section 6.2.2),
to provide grasps for items inside a bin only.

» The definition of compartments inside a load carrier to provide grasps for specific volumes of the
bin only.

 Support for static and robot-mounted cameras and optional integration with the Hand-eye calibra-
tion (Section 6.3.1) module, to provide grasps in the user-configured external reference frame.

» A quality value associated to each suggested grasp and related to the flatness of the grasping
surface.

+ Selection of a sorting strategy to sort the returned grasps.

+ 3D visualization of the detection results with grasp points and gripper animations in the Web GUI.

Note: This module is pipeline specific. Changes to its settings or parameters only affect the respec-
tive camera pipeline and have no influence on other pipelines running on the rc_cube.

Note: In this chapter, cluster and surface are used as synonyms and identify a set of points (or
pixels) with defined geometrical properties.

The module is an optional on-board module of the rc_cube and requires a separate ItemPick or ltem-
PickAl license (Section 9.5) to be purchased.

Roboception GmbH 89 Rev: 25.01.1
Manual: rc_cube Status: Jan 30, 2025



6.2. Detection & Measure modules I'Oboceptlon

6.2.4.2 Computation of grasps

The ltemPick and ltemPickAl module offers a service for computing grasps for suction grippers. The
gripper is defined by its suction surface length and width.

The ltemPick module identifies flat surfaces in the scene and supports flexible and/or deformable items.
The type of these item_models is called UNKNOWN since they don’t need to have a standard geometrical
shape. Optionally, the user can also specify the minimum and maximum size of the item.

For ltemPickAl, the grasps are computed in the center of the top surface of the segmented objects
(items) of the given object category. The object category is chosen by setting the type of item_models.
Currently only the type BAG is supported, which refers to deformable and flexible bag-like objects with
various filling levels, such as pouch packs, packets, bulk bags, shipping bags, paper bags and sacks.

Note: The first detection call with the BAG item model takes longer than the following detection calls,
because the model has to be loaded into the ltemPickAl module first.

Optionally, further information can be given to the modules in a grasp computation request:
» The ID of the load carrier which contains the items to be grasped.

+ A compartment inside the load carrier where to compute grasps (see Load carrier compartments,
Section 6.4.1.3).

» The ID of the 3D region of interest where to search for the load carriers if a load carrier is set.
Otherwise, the ID of the 3D region of interest where to compute grasps.

+ Collision detection information: The ID of the gripper to enable collision checking and optionally
a pre-grasp offset to define a pre-grasp position. Details on collision checking are given below in
CollisionCheck (Section 6.2.4.4).

A grasp provided by the ltemPick and ltemPickAl module represents the recommended pose of the
TCP (Tool Center Point) of the suction gripper. The grasp type is always set to SUCTION.

For ltemPick with an UNKNOWN item model, the computed grasp pose is the center of the biggest ellipse
that can be inscribed in each surface.

For ltemPickAl with the BAG item model, the grasp position corresponds to the center of the top surface
of the segmented objects.

The grasp orientation is a right-handed coordinate system and is defined such that its z axis is normal to
the surface pointing inside the object at the grasp position and its x axis is directed along the maximum
elongation of the ellipse. Since the x axis can have two possible directions, the one that better fits
to the preferred TCP orientation (see Setting the preferred orientation of the TCP, Section 6.2.4.3) is
selected. If the run-time parameter allow_any_grasp_z_rotation is set to true, the x axis will not be
forced to be aligned with the maximum elongation of the graspable ellipse, but can have any rotation
around the z axis. In this case, the returned grasp will have the orientation that best fits to the preferred
TCP orientation and is collision free, if collision checking.

Fig. 6.12: lllustration of a suction grasp with coordinate system and ellipse representing the maximum
suction surface
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Each grasp includes the dimensions of the maximum suction surface available, modelled as an el-
lipse of axes max_suction_surface_length and max_suction_surface_width. The user is enabled
to filter grasps by specifying the minimum suction surface required by the suction device in use. If
the run-time parameter allow_any_grasp_z_rotation is set to true, max_suction_surface_length and
max_suction_surface_width will be equal and correspond to the shortest axis of the largest graspable
ellipse.

Each grasp also includes a quality value, which gives an indication of the flatness of the grasping
surface. The quality value varies between 0 and 1, where higher numbers correspond to a flatter
reconstructed surface.

The grasp definition is complemented by a uuid (Universally Unique Identifier) and the timestamp of the
oldest image that was used to compute the grasp.

Grasp sorting is performed based on the selected sorting strategy. The following sorting strategies are
available and can be set in the Web GUI (Section 7.1) or using the set_sorting_strategies service
call:

* gravity: highest grasp points along the gravity direction are returned first,
» surface_area: grasp points with the largest surface area are returned first,

» direction: grasp points with the shortest distance along a defined direction vector in a given
pose_frame are returned first.

» distance_to_point: grasp points with the shortest or farthest (if farthest_first is true) distance
from a point in a given pose_frame are returned first.

If no sorting strategy is set or default sorting is chosen in the Web GUI, sorting is done based on a
combination of gravity and surface_area.

6.2.4.3 Setting the preferred orientation of the TCP

The ltemPick and ItemPickAl module determines the reachability of grasp points based on the preferred
orientation of the TCP. The preferred orientation can be set via the set_preferred_orientation service
or on the ItemPick or ltemPickAl page in the Web GUI. The resulting direction of the TCP’s z axis is
used to reject grasps which cannot be reached by the gripper. Furthermore, the preferred orientation is
used to select one grasp of several possible symmetries that is best reachable for the robot.

The preferred orientation can be set in the camera coordinate frame or in the external coordinate frame,
in case a hand-eye calibration is available. If the preferred orientation is specified in the external coor-
dinate frame and the sensor is robot mounted, the current robot pose has to be given to each object
detection call. If no preferred orientation is set, the orientation of the left camera (see Coordinate frames
in the rc_visard manual) will be used as the preferred orientation of the TCP.

6.2.4.4 Interaction with other modules

Internally, the ItemPick and ltemPickAl module depends on, and interacts with other on-board modules
as listed below.

Note: All changes and configuration updates to these modules will affect the performance of the
ItemPick and ltemPickAl module.

Stereo camera and Stereo matching

The ItemPick and ltemPickAl module makes internally use of the following data:
+ Rectified images from the Camera module (rc_camera, Section 6.1.1);

« Disparity, error, and confidence images from the Stereo matching module (rc_stereomatching,
Section 6.1.2).
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All processed images are guaranteed to be captured after the module trigger time.

10 and Projector Control

In case the rc_cube is used in conjunction with an external random dot projector and the /O and Projec-
tor Control module (rc_iocontrol, Section 6.3.4), it is recommended to connect the projector to GPIO
Out 1 and set the stereo-camera module’s acquisition mode to SingleFrameOutl (see Stereo match-
ing parameters, Section 6.1.2.5), so that on each image acquisition trigger an image with and without
projector pattern is acquired.

Alternatively, the output mode for the GPIO output in use should be set to ExposureAlternateActive
(see Description of run-time parameters, Section 6.3.4.1).

In either case, the Auto Exposure Mode exp_auto_mode should be set to AdaptiveOutl to optimize the
exposure of both images (see Stereo camera parameters, Section 6.1.1.3).

Hand-eye calibration

In case the camera has been calibrated to a robot, the ItemPick and ltemPickAl module can auto-
matically provide poses in the robot coordinate frame. For the ltemPick and ltemPickAl node’s Ser-
vices (Section 6.2.4.7), the frame of the output poses can be controlled with the pose_frame argument.

Two different pose_frame values can be chosen:

1. Camera frame (camera). All poses provided by the modules are in the camera frame, and no
prior knowledge about the pose of the camera in the environment is required. This means that the
configured regions of interest and load carriers move with the camera. It is the user’s responsibility
to update the configured poses if the camera frame moves (e.g. with a robot-mounted camera).

2. External frame (external). All poses provided by the modules are in the external frame, con-
figured by the user during the hand-eye calibration process. The module relies on the on-
board Hand-eye calibration module (Section 6.3.1) to retrieve the sensor mounting (static or robot
mounted) and the hand-eye transformation. If the mounting is static, no further information is
needed. If the sensor is robot-mounted, the robot_pose is required to transform poses to and
from the external frame.

Note: If no hand-eye calibration is available, all pose_frame values should be set to camera.

All pose_frame values that are not camera or external are rejected.

If the sensor is robot-mounted, the current robot_pose has to be provided depending on the value of
pose_frame and the definition of the sorting direction or sorting point:

* If pose_frame is set to external, providing the robot pose is obligatory.
« If the sorting direction is defined in external, providing the robot pose is obligatory.

« If the distance-to-point sorting strategy is defined in external, providing the robot pose is obliga-
tory.

+ In all other cases, providing the robot pose is optional.

LoadCarrier

The ItemPick and ItemPickAl module uses the load carrier detection functionality provided by the Load-
Carrier module (rc_load_carrier, Section 6.2.2), with the run-time parameters specified for this mod-
ule. However, only one load carrier will be returned and used in case multiple matching load carriers
could be found in the scene. In case multiple load carriers of the same type are visible, a 3D region of in-
terest should be set to ensure that always the same load carrier is used for the ltemPick and ltemPickAl
module.
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CollisionCheck

Collision checking can be easily enabled for grasp computation of the ltemPick and ltemPickAl module
by passing the ID of the used gripper and optionally a pre-grasp offset to the compute_grasps service
call. The gripper has to be defined in the GripperDB module (see Setting a gripper, Section 6.4.3.2) and
details about collision checking are given in Collision checking within other modules (Section 6.3.2.2).

If collision checking is enabled, only grasps which are collision free will be returned. However, the
visualization images on the IltemPick or ItemPickAl page of the Web GUI also show colliding grasp
points as black ellipses.

The CollisionCheck module’s run-time parameters affect the collision detection as described in Colli-
sionCheck Parameters (Section 6.3.2.3).

6.2.4.5 Parameters

ItemPick and ItemPickAl is represented by the rc_itempick node in the REST-API and are reached in
the Web GUI (Section 7.1) in the desired pipeline under Modules — ItemPick and Modules — Item-
PickAl. If both licenses, ItemPick and ltemPickAl, are present on a device, the ltemPick functionality
will be integrated into the ltemPickAl page of the Web GUI. The user can explore and configure the
rc_itempick module’s run-time parameters, e.g. for development and testing, using the Web GUI or
the REST-API interface

:(Section 7.3).

The user can explore and configure the rc_itempick module’s run-time parameters, e.g. for develop-
ment and testing, using the Web GUI or the REST-API interface (Section 7.3).

Parameter overview

This module offers the following run-time parameters:
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Table 6.23: The rc_itempick module’s run-time parameters

Name Type Min Max | Default | Description
allow_any_grasp_z_rotation bool false true false | Whether the grasps
are allowed to have ar-
bitrary rotation instead
being aligned with the
major axis of the gras-
pable ellipse
cluster_max_curvature floaté4 | 0.005 0.5 0.11 Maximum curvature al-
lowed within one clus-
ter. The smaller this
value, the more clus-
ters will be split apart.
cluster_max_dimension floaté4 | 0.05 2.0 0.3 Maximum allowed di-
ameter for a cluster in
meters. Clusters with
a diameter larger than
this value are not used
for grasp computation.
clustering_discontinuity_factor | float64 0.1 5.0 1.0 Factor used to discrim-
inate depth discontinu-
ities within a patch.
The smaller this value,
the more clusters will
be split apart.
clustering_max_surface_rmse floaté4 | 0.0005 | 0.01 0.004 | Maximum root-mean-
square error (RMSE)
in meters of points be-
longing to a surface
clustering_patch_size int32 3 10 4 Size in pixels of the
square patches the
depth map is subdi-
vided into during the
first clustering step
grasp_filter_- float64 0.0 180.0 45.0 Maximum allowed
orientation_threshold orientation change
between grasp and
preferred orientation in
degrees

max_grasps int32 1 20 5 Maximum number of
provided grasps

Description of run-time parameters

Each run-time parameter is represented by a row on the Web GUI’s ltemPick or ltemPickAl page. The
name in the Web GUI is given in brackets behind the parameter name and the parameters are listed in
the order they appear in the Web GUI:

max_grasps (Maximum Grasps)

sets the maximum number of provided grasps.
Via the REST-API, this parameter can be set as follows.

API version 2
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PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?max_grasps=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/parameters?max_grasps=<value>

cluster_max_dimension (Cluster Maximum Dimension, Only for ltemPick)

is the maximum allowed diameter for a cluster in meters. Clusters with a diameter
larger than this value are not used for grasp computation.

Via the REST-API, this parameter can be set as follows.
API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?cluster_max_
—dimension=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_itempick/parameters?cluster_max_dimension=<value>

cluster_max_curvature (Cluster Maximum Curvature, Only for ltemPick)

is the maximum curvature allowed within one cluster. The smaller this value, the
more clusters will be split apart.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?cluster_max_
—curvature=<value>

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_itempick/parameters?cluster_max_curvature=<value>

clustering_patch_size (Patch Size, Only for ItemPick)

is the size of the square patches the depth map is subdivided into during the first
clustering step in pixels.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?clustering_
—patch_size=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/parameters?clustering_patch_size=<value>
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clustering_discontinuity_factor (Discontinuity Factor, Only for ltemPick)

is the factor used to discriminate depth discontinuities within a patch. The smaller
this value, the more clusters will be split apart.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?clustering_
—discontinuity_factor=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/parameters?clustering_discontinuity_factor=
—<value>

clustering_max_surface_rmse (Maximum Surface RMSE, Only for ltemPick)

is the maximum root-mean-square error (RMSE) in meters of points belonging to
a surface.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?clustering_
—max_surface_rmse=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/parameters?clustering_max_surface_rmse=
—<value>

grasp_filter_orientation_threshold (Grasp Orientation Threshold)

is the maximum deviation of the TCP’s z axis at the grasp point from the z axis of
the TCP’s preferred orientation in degrees. Only grasp points which are within this
threshold are returned. When set to zero, any deviations are valid.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?grasp_filter_
—orientation_threshold=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/parameters?grasp_filter_orientation_
—threshold=<value>

allow_any_grasp_z_rotation (Allow Any Grasp Z Rotation)

If set to true, the returned grasps are no longer forced to have their x axes
aligned with the maximum elongation of the graspable ellipse, but can have
any rotation around the z axis. The returned max_suction_surface_length and
max_suction_surface_width will be equal and correspond to the shortest diame-
ter of the largest graspable ellipse. This parameter enables the robot to get more
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options for grasping objects, especially in scenes where collisions can occur. How-
ever, in case of UNKNOWN item models, since the grasp is no longer aligned with the
graspable ellipse, the correct orientation for placing the object must be determined
by other means. In case of ltemPickAl, the corresponding item’s pose can be used
to determine the correct grasp orientation for placement.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/parameters?allow_any_
—grasp_z_rotation=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/parameters?allow_any_grasp_z_rotation=
—<value>

6.2.4.6 Status values

The rc_itempick node reports the following status values:

Table 6.24: The rc_itempick node’s status values

Name Description

data_acquisition_time Time in seconds required by the last active service to acquire
images

grasp_computation_time Processing time of the last grasp computation in seconds

last_timestamp_processed The timestamp of the last processed dataset

load_carrier_detection_time | Processing time of the last load carrier detection in seconds

processing_time Processing time of the last detection (including load carrier
detection) in seconds

state The current state of the rc_itempick node

The reported state can take one of the following values.

Table 6.25: Possible states of the ItemPick and ltemPickAl module
State name | Description
IDLE The module is idle.
RUNNING | The module is running and ready for load carrier detection and grasp computation.
FATAL A fatal error has occurred.

6.2.4.7 Services
The user can explore and call the rc_itempick node’s services, e.g. for development and testing, using
the REST-API interface (Section 7.3) or the rc_cube Web GUI (Section 7.1).

The ltemPick and ltemPickAl module offers the following services.

compute_grasps

Triggers the computation of grasping poses for a suction device as described in Computation
of grasps (Section 6.2.4.2).

Details
This service can be called as follows.

API version 2
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’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/compute_grasps

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_itempick/services/compute_grasps

Request
Required arguments:
pose_frame: see Hand-eye calibration (Section 6.2.4.4).
suction_surface_length: length of the suction device grasping surface.
suction_surface_width: width of the suction device grasping surface.
Potentially required arguments:
robot_pose: see Hand-eye calibration (Section 6.2.4.4).
Optional arguments:
load_carrier_id: ID of the load carrier which contains the items to be grasped.

load_carrier_compartment: compartment inside the load carrier where to com-
pute grasps (see Load carrier compartments, Section 6.4.1.3).

region_of_interest_id: if load_carrier_id is set, ID of the 3D region of interest
where to search for the load carriers. Otherwise, ID of the 3D region of interest
where to compute grasps.

item_models: list of items to be detected. In case of ItemPick, currently only a
single item model of type UNKNOWN with minimum and maximum dimensions is
supported, with the minimum dimensions strictly smaller than the maximum di-
mensions.

In case of ItemPickAl, currently only a single item model of type BAG is supported.

collision_detection: see Collision checking within other modules (Section
6.3.2.2).

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"collision_detection": {
"gripper_id": "string",
"pre_grasp_offset": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
"item_models": [
{
"type": "string",
"unknown": {
"max_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"
+
"min_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"

(continues on next page)
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(continued from previous page)

}
}
}
1,
"load_carrier_compartment": {
"box": {
"x": "float64",
"y": "float64",
"z": "float64d"
H
"pose": {
"orientation": {
"w": "float64",
x": "float64",
"y": "float64",
z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
}
"load_carrier_id": "string",
"pose_frame": "string",
"region_of_interest_id": "string",
"robot_pose": {
"orientation": {

"w": "float64",
x": "float64",
"y": "float64",
"z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
"suction_surface_length": "float64",
"suction_surface_width": "float64"
}
}
Response

load_carriers: list of detected load carriers.

grasps: sorted list of suction grasps.

items: sorted list of items corresponding to the returned grasps. In case of ltemPick, this list

is always empty.

In case of ltemPickAl, items contains the segmented items of type BAG with their poses cor-
responding to the center of the bounding box of the object’s visible part and the dimensions

this bounding_box.

timestamp: timestamp of the image set the detection ran on.

return_code: holds possible warnings or error codes and messages.

The definition for the response with corresponding datatypes is:
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{
"name": "compute_grasps",
"response": {

"grasps": [
{

"item_uuid": "string",

"max_suction_surface_width":
"pose": {
“orientation": {

"w": "float64",

"x": "float64",

"y": "float64",

'z": "float64"
}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

+

"pose_frame": "string",

"quality": "float64",

"timestamp": {
"nsec": "int32",
"sec": "int32"

+

"type": "string",

"uuid": "string"

}
1,
"items": [
{

"bounding_box": {
"x": "float64",
"y": "float64",
"z": "float64"

+

"grasp_uuids": [
"string"

1,

"pose": {
"orientation": {

"w": "float64",
"x": "float64",
"y": "float64",
'z": "float64"

}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

+

"pose_frame": "string",

"template_id": "string",

"timestamp": {
"nsec": "int32",
"sec": "int32"

+

"type": "string",

"uuid": "string",

"max_suction_surface_length": "float64",
"float64",

(continues on next page)
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(continued from previous page)

}
] ’
"load_carriers": [

{

"id": "string",
"inner_dimensions
"x": "float64",
"y": "float64d",
"z": "float64"
}I

"x": "float64",

"y": "float64",

"z": "float64"
+

"pose": {

"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
'z": "float64"

}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

+

"rim_ledge": {
"x": "float64",
"y": "float64"

}I

"rim_thickness": {
"x": "float64d",
"y": "float64"

}

"type": "string"

}

I,

"return_code": {
"message": "string",
"value": "intl6"

}

"timestamp": {

"nsec": "int32",
"sec": "int32"

"view_name": "string",
"view_pose_set": "bool",
"view_uuid": "string"

"height_open_side": "float64",

" {

"outer_dimensions": {

"overfilled": "bool",

"pose_frame": "string",

"rim_step_height": "float64",
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set_preferred_orientation

Persistently stores the preferred orientation of the TCP to compute the reachability of the
grasps, which is used for filtering and the grasps returned by the compute_grasps service
(see Setting the preferred orientation of the TCP, Section 6.2.4.3).

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/set_preferred_
—orientation

API version 1 (deprecated)

PUT http://<host>/api/vl/nodes/rc_itempick/services/set_preferred_orientation

Request
The definition for the request arguments with corresponding datatypes is:

{
"args": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
"z": "float64"
b
"pose_frame": "string"
}
}

Response

The definition for the response with corresponding datatypes is:

{

"pame": "set preferred_orientation"”,
"response": {
"return_code": {
"message": "string",
"value": "intl6"
}
}
}

get_preferred_orientation

Returns the preferred orientation of the TCP to compute the reachability of the grasps, which
is used for filtering the grasps returned by the compute_grasps service (see Setting the
preferred orientation of the TCP, Section 6.2.4.3).

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/get_preferred_
—orientation
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API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/services/get_preferred_orientation ‘

Request
This service has no arguments.
Response

The definition for the response with corresponding datatypes is:

{
"name": "get_preferred_orientation",
"response": {
"orientation": {
"w': "float64",
"x": "floate4",
"y": "floate4",
z": "float64"
1
"pose_frame": "string",
"return_code": {
"message": "string",
"value": "intl16"

set_sorting_strategies

Persistently stores the sorting strategy for sorting the grasps returned by the compute_grasps
service (see Computation of grasps, Section 6.2.4.2).

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/set_sorting_
—strategies

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/services/set_sorting_strategies

Request

Only one strategy may have a weight greater than 0. If all weight values are set to 0, the
module will use the default sorting strategy.

If the weight for direction is set, the vector must contain the direction vector and
pose_frame must be either camera or external.

If the weight for distance_to_point is set, point must contain the sorting point and
pose_frame must be either camera or external.

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"direction": {
"pose_frame": "string",
(continues on next page)
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"vector": {
"x": "float64d",
"y": "float64d",
"z": "float64"
}l

"weight": "float64"

}

"distance_to_point": {
"farthest_first": "bool",
"point": {

"x": "float64",

"y": "float64",

"z": "float64"
I
"pose_frame": "string",
"weight": "float64"

}

"gravity": {

"weight": "float64"

}

"surface_area": {
"weight": "float64"

}

Response
The definition for the response with corresponding datatypes is:

{
"name": "set sorting strategies",
"response": {
"return_code": {
"message": "string",
"value": "intl16"

get_sorting_strategies

Returns the sorting strategy for sorting the grasps returned by the compute-grasps service

(see Computation of grasps, Section 6.2.4.2).
Details

This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/get_sorting_
—strategies

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_itempick/services/get_sorting strategies

Request

This service has no arguments.
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Response
All weight values are 0 when the module uses the default sorting strategy.

The definition for the response with corresponding datatypes is:

{
"name": "get_sorting_strategies",
"response": {
"direction": {
"pose_frame": "string",
"vector": {
"x": "float64",
"y": "float64d",
"z": "float64"

+

"weight": "float64"

+

"distance_to_point": {
"farthest_first": "bool",
"point": {

"x": "float64d",

"y": "float64d",

"z": "float64"
1
"pose_frame": "string",
"weight": "float64"

I

"gravity": {

"weight": "float64"

I

"return_code": {
"message": "string",
"value": "int16"

}

"surface_area": {
"weight": "float64"

}

}

start

Starts the module. If the command is accepted, the module moves to state RUNNING.
Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/start

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_itempick/services/start

Request
This service has no arguments.

Response
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The current_state value in the service response may differ from RUNNING if the state tran-
sition is still in process when the service returns.

The definition for the response with corresponding datatypes is:

{

"name": "start",
"response": {
"accepted": "bool",
"current_state": "string"

stop

Stops the module. If the command is accepted, the module moves to state IDLE.
Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/stop

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_itempick/services/stop

Request
This service has no arguments.
Response

The current_state value in the service response may differ from IDLE if the state transition
is still in process when the service returns.

The definition for the response with corresponding datatypes is:

{
"name": "stop",
"response": {
"accepted": "bool",
"current_state": "string"

trigger_dump

Triggers dumping of the detection that corresponds to the given timestamp, or the latest
detection, if no timestamp is given. The dumps are saved to the connected USB drive.

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/trigger_dump

API version 1 (deprecated)
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PUT http://<host>/api/v1l/nodes/rc_itempick/services/trigger_dump

Request

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"comment": "string",
"timestamp": {
"nsec": "int32",
"sec": "int32"
}
}
b
Response

The definition for the response with corresponding datatypes is:

{

"name": "trigger_dump",
"response": {
"return_code": {
"message": "string",
"value": "int16"

reset_defaults

Resets all parameters of the module to its default values, as listed in above table. Also resets

sorting strategies.
Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_itempick/services/reset_defaults

API version 1 (deprecated)

’PUT http://<host>/api/vl/nodes/rc_itempick/services/reset_defaults

Request
This service has no arguments.
Response

The definition for the response with corresponding datatypes is:

{
"name": "reset defaults",
"response": {
"return_code": {
"message": "string",
"value": "intl6"

(continues on next page)
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6.2.4.8 Return codes

Each service response contains a return_code, which consists of a value plus an optional message.
A successful service returns with a return_code value of 0. Negative return_code values indicate
that the service failed. Positive return_code values indicate that the service succeeded with additional
information. The smaller value is selected in case a service has multiple return_code values, but all
messages are appended in the return_code message.

The following table contains a list of common codes:

Table 6.26: Return codes of the ItemPick and ItemPickAl services

Code | Description

0 Success

-1 An invalid argument was provided

-3 An internal timeout occurred, e.g. during box detection if the given dimension range is too
large

-4 Data acquisition took longer than allowed

-8 The template has been deleted during detection.
-10 | New element could not be added as the maximum storage capacity of load carriers, regions
of interest or template has been exceeded

-11 Sensor not connected, not supported or not ready
-200 | Fatal internal error
-301 | More than one item model provided to the compute_grasps service

10 The maximum storage capacity of load carriers, regions of interest or templates has been
reached
11 An existent persistent model was overwritten by the call to set_load_carrier or
set_region_of_interest
100 | The requested load carriers were not detected in the scene
101 | No valid surfaces or grasps were found in the scene
102 | The detected load carrier is empty
103 | All computed grasps are in collision with the load carrier
112 | Rejected detections of one or more clusters, because min_cluster_coverage was not
reached.
300 | Avalid robot_pose was provided as argument but it is not required
999 | Additional hints for application development

6.2.5 BoxPick

6.2.5.1 Introduction

The BoxPick module provides an out-of-the-box perception solution for robotic pick-and-place applica-
tions. It detects rectangular surfaces and determines their position, orientation and size for grasping.
With the +Match extension, BoxPick can be used to detect textured rectangles with consistent orienta-
tions, such as printed product packaging, labels, brochures or books.

In addition, the module offers:

+ A dedicated page on the rc_cube Web GUI (Section 7.1) for easy setup, configuration, testing,
and application tuning.

 The definition of regions of interest to select relevant volumes in the scene (see RoiDB, Section
6.4.2).
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* A load carrier detection functionality for bin-picking applications (see LoadCarrier, Section 6.2.2),
to provide grasps for items inside a bin only.

» The definition of compartments inside a load carrier to provide grasps for specific volumes of the
bin only.

+ Support for static and robot-mounted cameras and optional integration with the Hand-eye calibra-
tion (Section 6.3.1) module, to provide grasps in the user-configured external reference frame.

» A quality value associated to each suggested grasp and related to the flatness of the grasping
surface.

+ Selection of a sorting strategy to sort the returned grasps.
« 3D visualization of the detection results with grasp points and gripper animations in the Web GUI.

Note: This module is pipeline specific. Changes to its settings or parameters only affect the respec-
tive camera pipeline and have no influence on other pipelines running on the rc_cube.

Note: In this chapter, cluster and surface are used as synonyms and identify a set of points (or
pixels) with defined geometrical properties.

The module is an optional on-board module of the rc_cube and requires a separate BoxPick license
(Section 9.5) to be purchased. The +Match extension requires an extra license.

6.2.5.2 Detection of items

There are two different types of models for the rectangles to be detected by the BoxPick module.

Per default, BoxPick only supports item_models of type RECTANGLE. With the +Match extension, also
item models of type TEXTURED_BOX can be detected. The detection of the different item model types is
described below.

Optionally, further information can be given to the BoxPick module:
» The ID of the load carrier which contains the items to be detected.
» A compartment inside the load carrier where to detect items.

» The ID of the region of interest where to search for the load carriers if a load carrier is set. Other-
wise, the ID of the region of interest where to search for the items.

» The current robot pose in case the camera is mounted on the robot and the chosen coordinate
frame for the poses is external or the chosen region of interest is defined in the external frame.

The returned pose of a detected item is the pose of the center of the detected rectangle in the desired
reference frame (pose_frame), with its z axis pointing towards the camera and the x axis aligned with the
long side of the item. This pose has a 180 ° rotation ambiguity around the z axis, which can be resolved
by using the +Match extension with a TEXTURED_BOX item model. Each detected item includes a uuid
(Universally Unique Identifier) and the timestamp of the oldest image that was used to detect it.

Detection of items of type RECTANGLE

BoxPick supports multiple item_models of type RECTANGLE. Each item model is defined by its minimum
and maximum size, with the minimum dimensions strictly smaller than the maximum dimensions. The
dimensions should be given fairly accurately to avoid misdetections, while still considering a certain
tolerance to account for possible production variations and measurement inaccuracies.

The detection of the rectangles runs in several steps. First, the point cloud is segmented into preferably
plane clusters. Then, straight line segments are detected in the 2D images and projected onto the
corresponding clusters. The clusters and the detected lines are visualized in the “Intermediate Result”
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visualization on the Web GUI's BoxPick page. Finally, for each cluster, the set of rectangles best fitting
to the detected line segments is extracted.

Detection of items of type TEXTURED_BOX (BoxPick+Match)

With the +Match extension, BoxPick additionally supports item_models of type TEXTURED_BOX. When
this item model type is used, only one item model can be given for each request.

The TEXTURED_BOX item model type should be used to detect multiple rectangles that have the same
texture, i.e. the same look or print, such as printed product packaging, labels, brochures or books. It
is required that for all objects the texture is at the same position with respect to the object geometry.
Furthermore, the texture should not be repetitive.

A TEXTURED_BOX item is defined by the item’s exact dimensions x, y and z (only z is allowed to be
0) with a tolerance dimensions_tolerance_m that indicates, how much the detected dimensions are
allowed to deviate from the given dimensions. By default, a tolerance of 0.01 m is assumed. Fur-
thermore, a template_id must be given, which will be used to refer to the specified dimensions and
the textures of the detected rectangles. Additionally, the maximum possible deformation of the items
max_deformation_m can be given in meters (default 0.004 m), to account for rigid or more flexible ob-
jects.

If a template_id is used for the first time, BoxPick will run the detection of rectangles as for the item
model type RECTANGLE, and use the given dimensions and tolerance to specify the dimensions range.
If the z dimension is given in addition to x and y, rectangles with all possible combinations of the three
dimensions will be detected. From the detected rectangles, so-called views are created, which contain
the shape and the image intensity values of the rectangles, and are stored in a newly created template
with the given template_id. The views are created iteratively: Starting from the detected rectangle with
the highest score, a view is created and then used to detect more rectangles with the same texture.
Then, all remaining clusters are used to detect further rectangles by the given dimensions range and
again a view is created from the best rectangle and used for further detections. Each template can store
up to 10 different views, for example corresponding to different types of the same product packaging.
Each view will be assigned a unique ID (view_uuid) and all rectangle items with a matching texture
will be assigned the same view_uuid. That also means that all items with the same view_uuid will
have consistent orientations, because the orientation of each item is aligned with its texture. The views
can be displayed, deleted and the orientation of each view can be set via the Web GUI (Section 7.1)
by clicking on the template or its edit symbol in the template list. Each detected item contains a field
view_pose_set indicating whether the orientation of the item’s view was explicitly set or is still unset at
its original random state, which has a 180° ambiguity. Additionally, a user-defined name can be set for
each view, that is returned along with the view_uuid for all items and allows an easier identification of a
specific view. The type of a returned item with a view_uuid will be TEXTURED_RECTANGLE.

If the template with the given template_id already exists, the existing views will be used to detect
rectangles based on their texture. If additional rectangles are found with matching dimensions, but
different texture, new views will be generated and added to the template. When the maximum number
of views is reached, views that are matched only rarely will be deleted so that newly generated views can
be added to the template and the template is kept up-to-date. To prevent a template from being updated,
automatic view updating can be disabled and enabled for each template in the Web GUI by clicking
on the template or the edit symbol in the template list. The dimension tolerance and the maximum
deformation can also be changed there for each template. The maximum deformation determines
the tolerance for the texture matching, representing possible shifts within the texture, e.g. caused by
deformations of the object surface. For rigid objects the max_deformation_m should be set to a low value
in meters to ensure accurate matching.

The template’s dimensions can only be specified when creating a new template. Once the template is
generated, the dimensions cannot be changed and do not need to be given in the detect request. If
the dimensions are still given in the request, they must match the existing dimensions in the template.
However, the dimensions_tolerance_m and max_deformation_m can be set differently in every detect
request and their values will also be updated in the stored template.
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6.2.5.3 Computation of grasps

The BoxPick module offers a service for computing grasps for suction grippers. The gripper is defined
by its suction surface length and width.

The grasps are computed on the detected rectangular items (see Detection of items, Section 6.2.5.2).
Optionally, further information can be given to the module in a grasp computation request:
» The ID of the load carrier which contains the items to be grasped.

+ A compartment inside the load carrier where to compute grasps (see Load carrier compartments,
Section 6.4.1.3).

» The ID of the 3D region of interest where to search for the load carriers if a load carrier is set.
Otherwise, the ID of the 3D region of interest where to compute grasps.

+ Collision detection information: The ID of the gripper to enable collision checking and optionally
a pre-grasp offset to define a pre-grasp position. Details on collision checking are given below in
CollisionCheck (Section 6.2.5.5).

A grasp provided by the BoxPick module represents the recommended pose of the TCP (Tool Center
Point) of the suction gripper. The grasp type is always set to SUCTION. The computed grasp pose
is the center of the biggest ellipse that can be inscribed in each surface. The grasp orientation is a
right-handed coordinate system and is defined such that its z axis is normal to the surface pointing
inside the object at the grasp position and its x axis is directed along the maximum elongation of the
ellipse. Since the x axis can have two possible directions, the one that better fits to the preferred TCP
orientation (see Setting the preferred orientation of the TCP, Section 6.2.5.4) is selected. If the run-time
parameter allow_any_grasp_z_rotation is set to true, the x axis will not be forced to be aligned with
the maximum elongation of the graspable ellipse, but can have any rotation around the z axis. In this
case, the returned grasp will have the orientation that best fits to the preferred TCP orientation and is
collision free, if collision checking is enabled.
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Fig. 6.13: lllustration of a suction grasp with coordinate system and ellipse representing the maximum
suction surface

Each grasp includes the dimensions of the maximum suction surface available, modelled as an el-
lipse of axes max_suction_surface_length and max_suction_surface_width. The user is enabled
to filter grasps by specifying the minimum suction surface required by the suction device in use. If
the run-time parameter allow_any_grasp_z_rotation is set to true, max_suction_surface_length and
max_suction_surface_width will be equal and correspond to the shortest axis of the largest graspable
ellipse.

In the BoxPick module, the grasp position corresponds to the center of the detected rectangle. When
BoxPick is called with item models of type RECTANGLE, the dimensions of the maximum suction surface
available matches the estimated rectangle dimensions. In this case, detected rectangles with missing
data or occlusions by other objects for more than 15% of their surface do not get an associated grasp.

When BoxPick is called with item models of type TEXTURED_BOX, grasps can also be computed on partly
occluded boxes. The maximum suction surface available matches the free surface that is not occluded
by other clusters.
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Each grasp also includes a quality value, which gives an indication of the flatness of the grasping
surface. The quality value varies between 0 and 1, where higher numbers correspond to a flatter
reconstructed surface.

The grasp definition is complemented by a uuid (Universally Unique Identifier) and the timestamp of the
oldest image that was used to compute the grasp.

Grasp sorting is performed based on the selected sorting strategy. The following sorting strategies are
available and can be set in the Web GUI (Section 7.1) or using the set_sorting_strategies service
call:

* gravity: highest grasp points along the gravity direction are returned first,
» surface_area: grasp points with the largest surface area are returned first,

» direction: grasp points with the shortest distance along a defined direction vector in a given
pose_frame are returned first.

 distance_to_point: grasp points with the shortest or farthest (if farthest_first is true) distance
from a point in a given pose_frame are returned first.

If no sorting strategy is set or default sorting is chosen in the Web GUI, sorting is done based on a
combination of gravity and surface_area.

6.2.5.4 Setting the preferred orientation of the TCP

The BoxPick module determines the reachability of grasp points based on the preferred orientation of
the TCP. The preferred orientation can be set via the set_preferred_orientation service or on the
BoxPick page in the Web GUI. The resulting direction of the TCP’s z axis is used to reject grasps which
cannot be reached by the gripper. Furthermore, the preferred orientation is used to select one grasp of
several possible symmetries that is best reachable for the robot.

The preferred orientation can be set in the camera coordinate frame or in the external coordinate frame,
in case a hand-eye calibration is available. If the preferred orientation is specified in the external coor-
dinate frame and the sensor is robot mounted, the current robot pose has to be given to each object
detection call. If no preferred orientation is set, the orientation of the left camera (see Coordinate frames
in the rc_visard manual) will be used as the preferred orientation of the TCP.used.

6.2.5.5 Interaction with other modules

Internally, the BoxPick module depends on, and interacts with other on-board modules as listed below.

Note: All changes and configuration updates to these modules will affect the performance of the
BoxPick module.

Stereo camera and Stereo matching

The BoxPick module makes internally use of the following data:
* Rectified images from the Camera module (rc_camera, Section 6.1.1);

+ Disparity, error, and confidence images from the Stereo matching module (rc_stereomatching,
Section 6.1.2).

All processed images are guaranteed to be captured after the module trigger time.
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10 and Projector Control

In case the rc_cube is used in conjunction with an external random dot projector and the /O and Projec-
tfor Control module (rc_iocontrol, Section 6.3.4), it is recommended to connect the projector to GPIO
Out 1 and set the stereo-camera module’s acquisition mode to SingleFrameOutl (see Stereo match-
ing parameters, Section 6.1.2.5), so that on each image acquisition trigger an image with and without
projector pattern is acquired.

Alternatively, the output mode for the GPIO output in use should be set to ExposureAlternateActive
(see Description of run-time parameters, Section 6.3.4.1).

In either case, the Auto Exposure Mode exp_auto_mode should be set to AdaptiveOutl to optimize the
exposure of both images (see Stereo camera parameters, Section 6.1.1.3).

Hand-eye calibration

In case the camera has been calibrated to a robot, the BoxPick module can automatically provide poses
in the robot coordinate frame. For the BoxPick node’s Services (Section 6.2.5.8), the frame of the output
poses can be controlled with the pose_frame argument.

Two different pose_frame values can be chosen:

1. Camera frame (camera). All poses provided by the modules are in the camera frame, and no
prior knowledge about the pose of the camera in the environment is required. This means that the
configured regions of interest and load carriers move with the camera. It is the user’s responsibility
to update the configured poses if the camera frame moves (e.g. with a robot-mounted camera).

2. External frame (external). All poses provided by the modules are in the external frame, con-
figured by the user during the hand-eye calibration process. The module relies on the on-
board Hand-eye calibration module (Section 6.3.1) to retrieve the sensor mounting (static or robot
mounted) and the hand-eye transformation. If the mounting is static, no further information is
needed. If the sensor is robot-mounted, the robot_pose is required to transform poses to and
from the external frame.

Note: If no hand-eye calibration is available, all pose_frame values should be set to camera.

All pose_frame values that are not camera or external are rejected.

If the sensor is robot-mounted, the current robot_pose has to be provided depending on the value of
pose_frame and the definition of the sorting direction or sorting point:

* If pose_frame is set to external, providing the robot pose is obligatory.
« If the sorting direction is defined in external, providing the robot pose is obligatory.

« If the distance-to-point sorting strategy is defined in external, providing the robot pose is obliga-
tory.

* In all other cases, providing the robot pose is optional.

LoadCarrier

The BoxPick module uses the load carrier detection functionality provided by the LoadCarrier module
(rc_load_carrier, Section 6.2.2), with the run-time parameters specified for this module. However,
only one load carrier will be returned and used in case multiple matching load carriers could be found
in the scene. In case multiple load carriers of the same type are visible, a 3D region of interest should
be set to ensure that always the same load carrier is used for the BoxPick module.

The load carrier is used to filter false detections when BoxPick is triggered with an item model of type
TEXTURED_BOX and all three dimensions X, y, z are given. In this case, 3D boxes are created internally by
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adding the missing dimensions to the detected rectangles and only detections corresponding to boxes
which are fully inside the detected load carrier are returned.

CollisionCheck

Collision checking can be easily enabled for grasp computation of the BoxPick module by passing the
ID of the used gripper and optionally a pre-grasp offset to the compute_grasps service call. The gripper
has to be defined in the GripperDB module (see Setting a gripper, Section 6.4.3.2) and details about
collision checking are given in Collision checking within other modules (Section 6.3.2.2).

If collision checking is enabled, only grasps which are collision free will be returned. However, the
visualization images on the BoxPick page of the Web GUI also show colliding grasp points as black
ellipses.

The CollisionCheck module’s run-time parameters affect the collision detection as described in Colli-
sionCheck Parameters (Section 6.3.2.3).

6.2.5.6 Parameters
The BoxPick module is called rc_boxpick in the REST-API and is represented in the Web GUI/ (Section
7.1) in the desired pipeline under Modules — BoxPick. The user can explore and configure the

rc_boxpick module’s run-time parameters, e.g. for development and testing, using the Web GUI or
the REST-API interface (Section 7.3).

Parameter overview

Note: The default values in the parameter table below show the values of the rc_visard. The values
can be different for other sensors.

This module offers the following run-time parameters:
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Table 6.27: The rc_boxpick module’s run-time parameters

Name

Type

Min

Max

Default

Description

allow_any_grasp_z_rotation

bool

false

true

false

Whether the grasps
are allowed to have ar-
bitrary rotation instead
being aligned with the
major axis of the gras-
pable ellipse

allow_untextured_detections

bool

false

true

false

Whether to return also
untextured detections
in case a textured box
was given

cluster_max_curvature

float64

0.005

0.5

0.11

Maximum curvature al-
lowed within one clus-
ter. The smaller this
value, the more clus-
ters will be split apart.

clustering_discontinuity_factor

float64

0.1

5.0

1.0

Factor used to discrim-
inate depth discontinu-
ities within a patch.
The smaller this value,
the more clusters will
be split apart.

clustering_max_surface_rmse

float64

0.0005

0.01

0.004

Maximum root-mean-
square error (RMSE)
in meters of points be-
longing to a surface

grasp_filter_-
orientation_threshold

float64

0.0

180.0

45.0

Maximum allowed
orientation change
between grasp and
preferred orientation in
degrees

line_sensitivity

float64

0.1

1.0

0.1

Sensitivity of the line
detector

manual_line_sensitivity

bool

false

true

false

Indicates whether the
user-defined line sen-
sitivity should be used
or the automatic one

max_grasps

int32

20

Maximum number of
provided grasps

min_cluster_coverage

float64

0.0

0.99

0.0

Gives the minimal ra-
tio of points per cluster
that must be covered
with detected items.

mode

string

Unconstrained

Mode of the rectan-
gle detection: [Uncon-
strained, PackedGrid-
Layout, PackedLayers]

prefer_splits

bool

false

true

false

Indicates whether rect-
angles are split into
smaller ones when
possible
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Description of run-time parameters

Each run-time parameter is represented by a row on the Web GUI's BoxPick page. The name in the
Web GUI is given in brackets behind the parameter name and the parameters are listed in the order
they appear in the Web GUI:

max_grasps (Maximum Grasps)

sets the maximum number of provided grasps.
Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?max_grasps=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1/nodes/rc_boxpick/parameters?max_grasps=<value>

cluster_max_curvature (Cluster Maximum Curvature)

is the maximum curvature allowed within one cluster. The smaller this value, the
more clusters will be split apart.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?cluster_max_
—curvature=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?cluster_max_curvature=<value>

clustering_discontinuity_factor (Discontinuity Factor)

is the factor used to discriminate depth discontinuities within a patch. The smaller
this value, the more clusters will be split apart.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?clustering_
—discontinuity_factor=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?clustering_discontinuity_factor=
—<value>
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clustering_max_surface_rmse (Maximum Surface RMSE)

is the maximum root-mean-square error (RMSE) in meters of points belonging to
a surface.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?clustering_
—max_surface_rmse=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?clustering_max_surface_rmse=
—<value>

mode (Mode)

determines the mode of the rectangle detection. Possible values are
Unconstrained, PackedGridLayout and PackedLayers. In PackedGridlLayout
mode, rectangles of a cluster are detected in a dense grid pattern. In
PackedLayers mode, boxes are assumed to form layers and box detection will
start searching for items at the cluster corners. Use this mode in de-palletizing ap-
plications. In Unconstrained mode (default), rectangles are detected without pos-
ing any constraints on their relative locations or their positions in the segmented
cluster. Fig. 6.14 illustrates the modes for different scenarios.

v d 7
e

PackedLayers &/

PackedGridLayout 3¢

Unconstrained | ‘ ‘ | _ | |

PackedLayers v/ /I PackedLayers X%
PackedGridLayout /| PackedGridLayout Vv
Unconstrained ‘ | | | | Unconstrained
PackedlLayers % 5
PackedGridLayout X 5/7

Unconstrained \/ | | |

PackedLayers
PackedGridLayout X

Unconstrained v"

Fig. 6.14: lllustration of appropriate BoxPick modes for different scenes. Modes marked with yellow are
applicable but not recommended for the corresponding scene. The gray areas indicate the rectangles
to be detected.
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Via the REST-API, this parameter can be set as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?mode=<value> ‘

API version 1 (deprecated)

’ PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?mode=<value> ‘

manual_line_sensitivity (Manual Line Sensitivity)

determines whether the user-defined line sensitivity should be used to extract the
lines for rectangle detection. If this parameter is set to true, the user-defined
line_sensitivity value will be used. If this parameter is set to false, automatic
line sensitivity will be used. This parameter should be set to true when automatic
line sensitivity does not give enough lines at the box boundaries so that boxes can-
not be detected. The detected line segments are visualized in the “Intermediate
Result” visualization on the Web GUI’'s BoxPick page.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?manual_line_
—sensitivity=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?manual_line_sensitivity=<value>

line_sensitivity (Line Sensitivity)

determines the line sensitivity for extracting the lines for rectangle detection, if
the parameter manual_line_sensitivity is set to true. Otherwise, the value of
this parameter has no effect on the rectangle detection. Higher values give more
line segments, but also increase the runtime of the box detection. This parame-
ter should be increased when boxes cannot be detected because their boundary
edges are not detected. The detected line segments are visualized in the “Inter-
mediate Result” visualization on the Web GUI’s BoxPick page.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?line_
—sensitivity=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?line_sensitivity=<value>

prefer_splits (Prefer Splits)

determines whether rectangles should be split into smaller ones if the smaller ones
also match the given item models. This parameter should be set to true for packed
box layouts in which the given item models would also match a rectangle of the
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size of two adjoining boxes. If this parameter is set to false, the larger rectangles
will be preferred in these cases.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?prefer_splits=
—<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?prefer_splits=<value>

min_cluster_coverage (Minimum Cluster Coverage)

determines which ratio of each segmented cluster must be covered with rectangle
detections to consider the detections to be valid. If the minimum cluster coverage
is not reached for a cluster, no rectangle detections will be returned for this cluster
and a warning will be given. This parameter should be used to verify that all items
on a layer in a de-palletizing scenario are detected.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?min_cluster_
—.coverage=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1/nodes/rc_boxpick/parameters?min_cluster_coverage=<value>

allow_untextured_detections (Only for BoxPick+Match, Allow Untextured Detections)

enables returning all rectangles matching the given template dimensions, even
when they cannot be matched to an existing view or when they do not have enough
texture to create a new view from them. This parameter is only used when item
models of type TEXTURED_BOX are detected. Disabling this parameter leads to
faster detections when used with a template for which the automatic view updating
is disabled.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?allow_
—untextured_detections=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?allow_untextured_detections=
—<value>

grasp_filter_orientation_threshold (Grasp Orientation Threshold)

is the maximum deviation of the TCP’s z axis at the grasp point from the z axis of
the TCP’s preferred orientation in degrees. Only grasp points which are within this
threshold are returned. When set to zero, any deviations are valid.
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Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?grasp_filter_
—orientation_threshold=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1/nodes/rc_boxpick/parameters?grasp_filter_orientation_
—threshold=<value>

allow_any_grasp_z_rotation (Allow Any Grasp Z Rotation)

If set to true, the returned grasps are no longer forced to have their x axes
aligned with the maximum elongation of the graspable ellipse, but can have
any rotation around the z axis. The returned max_suction_surface_length and
max_suction_surface_width will be equal and correspond to the shortest diam-
eter of the largest graspable ellipse. This parameter enables the robot to get
more options for grasping objects, especially in scenes where collisions can oc-
cur. However, since the grasp is no longer aligned with the graspable ellipse, the
correct orientation for placing the object must be determined from the correspond-
ing item’s pose.

Via the REST-API, this parameter can be set as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/parameters?allow_any_
—grasp_z_rotation=<value>

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/parameters?allow_any_grasp_z_rotation=<value>

6.2.5.7 Status values

The rc_boxpick module reports the following status values:

Table 6.28: The rc_boxpick module’s status values

Name Description

data_acquisition_time Time in seconds required by the last active service to acquire
images

grasp_computation_time Processing time of the last grasp computation in seconds

last_timestamp_processed The timestamp of the last processed dataset

load_carrier_detection_time | Processing time of the last load carrier detection in seconds

processing_time Processing time of the last detection (including load carrier
detection) in seconds

state The current state of the rc_boxpick node

The reported state can take one of the following values.

Table 6.29: Possible states of the BoxPick module
State name | Description
IDLE The module is idle.
RUNNING | The module is running and ready for load carrier detection and grasp computation.
FATAL A fatal error has occurred.
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6.2.5.8 Services

The user can explore and call the rc_boxpick module’s services, e.g. for development and testing,

using the REST-API interface (Section 7.3) or the rc_cube Web GUI (Section 7.1).

The BoxPick module offers the following services.

detect_items

Triggers the detection of rectangles as described in Detection of items (Section 6.2.5.2).
Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/detect_items

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_boxpick/services/detect_items

Request
Required arguments:
pose_frame: see Hand-eye calibration (Section 6.2.5.5).

item_models: list of item models to be detected. The type of the item model
must be RECTANGLE or TEXTURED_BOX. For type RECTANGLE, rectangle must be
filled, while for TEXTURED_BOX, textured_box must be filled. See Detection of
items (Section 6.2.5.2) for a detailed description of the item model types.

Potentially required arguments:
robot_pose: see Hand-eye calibration (Section 6.2.5.5).
Optional arguments:
load_carrier_id: ID of the load carrier which contains the items to be detected.

load_carrier_compartment: compartment inside the load carrier where to detect
items (see Load carrier compartments, Section 6.4.1.3).

region_of_interest_id: if load_carrier_id is set, ID of the 3D region of interest
where to search for the load carriers. Otherwise, ID of the 3D region of interest
where to search for the items.

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"item_models": [
{
"rectangle": {
"max_dimensions": {
"x": "float64",
"y": "float64"
1
"min_dimensions": {
"x": "float64",
"y": "float64"
}
}
(continues on next page)
Roboception GmbH 121 Rev: 25.01.1

Manual: rc_cube Status: Jan 30, 2025



6.2. Detection & Measure modules

roboception

(continued from previous page)

"textured_box": {
"dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"
}
"dimensions_tolerance_m": "float64",
"max_deformation_m": "float64",
"template_id": "string"
},
"type": "string"
}
1,
"load_carrier_compartment": {
"box": {
"x": "float64",
"y": "float64",
"z": "float64"
+
"pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
'z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
I
"load_carrier_id": "string",
"pose_frame": "string",
"region_of_interest_id": "string",
"robot_pose": {
"orientation": {

"w": "float64",
"x": "float64",
"y": "float64",
z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
}
}
Response

load_carriers: list of detected load carriers.
items: list of detected rectangles.

timestamp: timestamp of the image set the detection ran on.

return_code: holds possible warnings or error codes and messages.

The definition for the response with corresponding datatypes is:
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{
"name": "detect_items",
"response": {

"items": [
{
"pose": {
“orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
'z": "float64"

}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

+

"rectangle": {
"x": "float64",
"y": "float64"

}I

"timestamp": {

"orientation": {
"w": "float64",
"x": "float64",
"y": "floate4",
'z": "float64"

+

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

"pose_frame": "string",

"template_id": "string",

"nsec": "int32",
"sec": "int32"
}
"type": "string",
"uuid": "string",
"view_name": "string",
"view_pose_set": "bool",
"view_uuid": "string"
}
1,
"load_carriers": [
{
"height_open_side": "float64",
"id": "string",
"inner_dimensions": {
"x": "float64d",
ny": "float64",
"z": "float64"
+
"outer_dimensions": {
"x": "float64",
"y": "float64",
"z": "floate4"
}
"overfilled": "bool",
"pose": {

(continues on next page)
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(continued from previous page)

+
"pose_frame": "string",
"rim_ledge": {

"x": "float64",

"y": "float64"
+
"rim_step_height": "float64",
"rim_thickness": {

"x": "float64",
"y": "float64"
+
"type": "string"
}

1,

"return_code": {
"message": "string",
"value": "intl6"

3

"timestamp": {
"nsec": "int32",
"sec": "int32"

}

compute_grasps

Triggers the detection of rectangles and the computation of grasping poses for the detected
rectangles as described in Computation of grasps (Section 6.2.5.3).

Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/compute_grasps

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_boxpick/services/compute_grasps ‘

Request
Required arguments:
pose_frame: see Hand-eye calibration (Section 6.2.5.5).

item_models: list of item models to be detected. The type of the item model
must be RECTANGLE or TEXTURED_BOX. For type RECTANGLE, rectangle must be
filled, while for TEXTURED_BOX, textured_box must be filled. See Detection of
items (Section 6.2.5.2) for a detailed description of the item model types.

suction_surface_length: length of the suction device grasping surface.

suction_surface_width: width of the suction device grasping surface.
Potentially required arguments:

robot_pose: see Hand-eye calibration (Section 6.2.5.5).

Optional arguments:
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load_carrier_id: ID of the load carrier which contains the items to be grasped.

load_carrier_compartment: compartment inside the load carrier where to com-
pute grasps (see Load carrier compartments, Section 6.4.1.3).

region_of_interest_id: if load_carrier_id is set, ID of the 3D region of interest
where to search for the load carriers. Otherwise, ID of the 3D region of interest
where to compute grasps.

collision_detection: see Collision checking within other modules (Section
6.3.2.2).

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"collision_detection": {
"gripper_id": "string",
"pre_grasp_offset": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
"item_models": [
{
"rectangle": {
"max_dimensions": {
"x": "float64",
"y": "float64"
}
"min_dimensions": {
"x": "float64",
"y": "float64"
}
},
"textured_box": {
"dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"
}
"dimensions_tolerance_m": "float64",
"max_deformation_m": "float64",
"template_id": "string"
}
"type": "string"
}
1,
"load_carrier_compartment": {
"box": {
"x": "float64",
"y": "float64",
"z": "float64"
I
"pose": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "float64",
z": "float64"
+
"position": {
"x": "float64",

(continues on next page)
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"y": "float64",
"z": "float64"
}
}
}
"load_carrier_id": "string",
"pose_frame": "string",
"region_of_interest_id": "string",
"robot_pose": {
"orientation": {

"w": "float64",
"x": "float64",
"y": "float64",
z": "float64"
+
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
3
"suction_surface_length": "float64",
"suction_surface_width": "float64"
}
b
Response

load_carriers: list of detected load carriers.

grasps: sorted list of suction grasps.

items: list of detected rectangles corresponding to the returned grasps.

timestamp: timestamp of the image set the detection ran on.

return_code: holds possible warnings or error codes and messages.

The definition for the response with corresponding datatypes is:

{
"name": "compute_grasps",
"response": {
"grasps": [
{
"item_uuid": "string",
"max_suction_surface_length": "float64",
"max_suction_surface_width": "float64",
"pose": {
"orientation": {
"w": "float64",
"x": "floate4",
"y": "float64",
'z": "float64"
I
"position": {
"x": "float64",
"y": "float64",
"z": "float64"
}
}
"pose_frame": "string",
"quality": "float64",

(continues on next page)
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"timestamp": {
"nsec": "int32",
"sec": "int32"

},

"type": "string",

"uuid": "string"

}
1,
"items": [
{

"grasp_uuids": [
"string"

1,

"pose": {
"orientation": {

"w": "float64",
"x": "float64",
"y": "float64",
z": "float64"

}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

+

"pose_frame": "string",

"rectangle": {

"x": "float64",

"y": "float64"

+

"template_id": "string",

"timestamp": {
"nsec": "int32",
"sec": "int32"

+

"type": "string",

"uuid": "string",

"view_name": "string",

"view_pose_set": "bool",

"view_uuid": "string"

}
I,
"load_carriers": [
{

"height_open_side": "float64",

"id": "string",

"inner_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"

+

"outer_dimensions": {
"x": "float64",
"y": "float64",
"z": "float64"

},

"overfilled": "bool",

"pose": {
"orientation": {

"w": "float64",

(continues on next page)
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"x": "float64",
"y": "float64",
"z": "float64"

}

"position": {
"x": "float64",
"y": "float64",
"z": "float64"

}

},
"pose_frame": "string",
"rim_ledge": {
"x": "float64",
"y": "float64"
+

"rim_thickness": {

"x": "float64",
"y": "float64"
+
"type": "string"
}

1,

"return_code": {
"message": "string",
"value": "intl16"

I

"timestamp": {
"nsec": "int32",
"sec": "int32"

}

"rim_step_height": "float64",

set_preferred_orientation

Persistently stores the preferred orientation of the TCP to compute the reachability of the
grasps, which is used for filtering and the grasps returned by the compute_grasps service

(see Setting the preferred orientation of the TCP, Section 6.2.5.4).

Details

This service can be called as follows.

API version 2

—orientation

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/set_preferred_

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/services/set_preferred_orientation

Request

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"orientation": {

(continues on next page)
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w": "float64",
x": "float64",
"y": "float64",
z": "float64"
}
"pose_frame": "string"
}
}

Response

The definition for the response with corresponding datatypes is:

{
"name": "set_preferred_orientation",
"response": {
"return_code": {
"message": "string",
"value": "intl6"
}
}
}

get_preferred_orientation

Returns the preferred orientation of the TCP to compute the reachability of the grasps, which
is used for filtering the grasps returned by the compute_grasps service (see Setting the

preferred orientation of the TCP, Section 6.2.5.4).

Details
This service can be called as follows.

API version 2

—orientation

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/get_preferred_

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/services/get_preferred_orientation

Request
This service has no arguments.

Response

The definition for the response with corresponding datatypes is:

{
"name": "get_preferred_orientation",
"response": {
"orientation": {
"w": "float64",
"x": "float64",
"y": "floate4",
z": "float64"
}
"pose_frame": "string",
"return_code": {

(continues on next page)
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"message": "string",
"value": "intl6"

set_sorting_strategies

Persistently stores the sorting strategy for sorting the grasps returned by the compute_grasps
service (see Computation of grasps, Section 6.2.5.3).

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/set_sorting_
—strategies

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/services/set_sorting_strategies

Request

Only one strategy may have a weight greater than 0. If all weight values are set to 0, the
module will use the default sorting strategy.

If the weight for direction is set, the vector must contain the direction vector and
pose_frame must be either camera or external.

If the weight for distance_to_point is set, point must contain the sorting point and
pose_frame must be either camera or external.

The definition for the request arguments with corresponding datatypes is:

{
"args": {
"direction": {
"pose_frame": "string",
"vector": {
"x": "float64",
"y": "float64",
"z": "float64"

1,

"weight": "float64"

3

"distance_to_point": {
"farthest_first": "bool",
"point": {

"x": "float64",
"y": "float64",
"z": "float64"
}
"pose_frame": "string",
"weight": "float64"
}
"gravity": {
"weight": "float64"
}

(continues on next page)
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"surface_area": {
"weight": "float64"
}
}

}

Response

The definition for the response with corresponding datatypes is:

{
"name": "set_sorting_strategies",
"response": {
"return_code": {
"message": "string",
"value": "intl16"

get_sorting_strategies

Returns the sorting strategy for sorting the grasps returned by the compute-grasps service
(see Computation of grasps, Section 6.2.5.3).

Details
This service can be called as follows.

API version 2

PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/get_sorting_
—strategies

API version 1 (deprecated)

PUT http://<host>/api/v1l/nodes/rc_boxpick/services/get_sorting_strategies

Request

This service has no arguments.

Response

All weight values are 0 when the module uses the default sorting strategy.

The definition for the response with corresponding datatypes is:

{
"pame": "get_sorting_strategies",
"response": {
"direction": {
"pose_frame": "string",
"vector": {
"x": "float64",
"y": "float64",
"z": "float64"

+

"weight": "float64"

}

"distance_to_point": {
"farthest_first": "bool",

(continues on next page)
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"point": {
"x": "float64d",
"y": "float64d",
"z": "float64"
1
"pose_frame": "string",
"weight": "float64"
I
"gravity": {
"weight": "float64"
I
"return_code": {
"message": "string",
"value": "int1l6"
}
"surface_area": {
"weight": "float64"
}
}
}

start

Starts the module. If the command is accepted, the module moves to state RUNNING.
Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/start

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_boxpick/services/start

Request
This service has no arguments.
Response

The current_state value in the service response may differ from RUNNING if the state tran-
sition is still in process when the service returns.

The definition for the response with corresponding datatypes is:

{
"name": "start",
"response": {
"accepted": "bool",
"current_state": "string"

stop

Stops the module. If the command is accepted, the module moves to state IDLE.

Details
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This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/stop

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_boxpick/services/stop

Request
This service has no arguments.
Response

The current_state value in the service response may differ from IDLE if the state transition
is still in process when the service returns.

The definition for the response with corresponding datatypes is:

{
"name": "stop",
"response": {
"accepted": "bool",
"current_state": "string"
}
}

trigger_dump

Triggers dumping of the detection that corresponds to the given timestamp, or the latest
detection, if no timestamp is given. The dumps are saved to the connected USB drive.

Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/trigger_dump

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_boxpick/services/trigger_dump ‘

Request
The definition for the request arguments with corresponding datatypes is:
{
"args": {
"comment": "string",
"timestamp": {
"nsec": "int32",
"sec": "int32"
}
}
}
Response

The definition for the response with corresponding datatypes is:

Roboception GmbH 133 Rev: 25.01.1
Manual: rc_cube Status: Jan 30, 2025



6.2. Detection & Measure modules I'Oboceptlon

{
"pame": "trigger_dump",
"response": {

"return_code": {
"message": "string",
"value": "intl6"

reset_defaults

Resets all parameters of the module to its default values, as listed in above table. Also resets
sorting strategies.

Details
This service can be called as follows.

API version 2

’PUT http://<host>/api/v2/pipelines/<0,1,2,3>/nodes/rc_boxpick/services/reset_defaults

API version 1 (deprecated)

’PUT http://<host>/api/v1l/nodes/rc_boxpick/services/reset_defaults

Request
This service has no arguments.
Response

The definition for the response with corresponding datatypes is:

{
"name": "reset _defaults",
"response": {
"return_code": {
"message": "string",
"value": "intl6"

6.2.5.9 Return codes

Each service response contains a return_code, which consists of a value plus an optional message.
A successful service returns with a return_code value of 0. Negative return_code values indicate
that the service failed. Positive return_code values indicate that the service succeeded with additional
information. The smaller value is selected in case a service has multiple return_code values, but all
messages are appended in the return_code message.

The following table contains a list of common codes:
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Table 6.30: Return codes of the BoxPick services

Code | Description

0 Success

-1 An invalid argument was provided

-3 An internal timeout occurred, e.g. during box detection if the given dimension range is too
large
-4 Data acquisition took longer than allowed
-8 The template has been deleted during detection.
-10 | New element could not be added as the maximum storage capacity of load carriers, regions
of interest or template has been exceeded

-11 Sensor not connected, not supported or not ready
-200 | Fatal internal error
-301 | More than one item model provided to the compute_grasps service

10 The maximum storage capacity of load carriers, regions of interest or templates has been
reached
11 An existent persistent model was overwritten by the call to set_load_carrier or
set_region_of_interest
100 | The requested load carriers were not detected in the scene
101 | No valid surfaces or grasps were found in the scene
102 | The detected load carrier is empty
103 | All computed grasps are in collision with the load carrier
112 | Rejected detections of one or more clusters, because min_cluster_coverage was not
reached.
300 | A valid robot_pose was provided as argument but it is not required
999 | Additional hints for application development

6.2.5.10 BoxPick Template API

BoxPick templates are only available with the +Match extension of BoxPick. For template upload, down-
load, listing and removal, special REST-API endpoints are provided. Templates can also be uploaded,
downloaded and removed via the Web GUI. The templates include the dimensions, the views and their
poses, if set. Up to 100 templates can be stored persistently on the rc_cube.

GET /templates/rc_boxpick
Get list of all rc_boxpick templates.

Template request

GET /api/v2/templates/rc_boxpick HTTP/1.1

Template response

HTTP/1.1 200 OK
Content-Type: application/json

[
{
"id": "string"
}
1

Response Headers
» Content-Type — application/json application/ubjson
Status Codes

» 200 OK — successful operation (returns array of Template)
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* 404 Not Found — node not found
Referenced Data Models
» Template (Section 7.3.4)
GET /templates/rc_boxpick/{id}

Get a rc_boxpick template. If the requested content-type is application/octet-stream, the template
is returned as file.

Template request

GET /api/v2/templates/rc_boxpick/<id> HTTP/1.1

Template response

HTTP/1.1 200 OK
Content-Type: application/json

{

"id": "string"

}

Parameters
* id (string) —id of the template (required)
Response Headers
» Content-Type — application/json application/ubjson application/octet-stream
Status Codes
» 200 OK — successful operation (returns Template)
* 404 Not Found — node or template not found
Referenced Data Models
« Template (Section 7.3.4)
PUT /templates/rc_boxpick/{id}
Create or update a rc_boxpick template.

Template request

PUT /api/v2/templates/rc_boxpick/<id> HTTP/1.1
Accept: multipart/form-data application/json

Template response

HTTP/1.1 200 OK
Content-Type: application/json

{
"id": "string"
}
Parameters
* id (string) —id of the template (required)
Form Parameters
» file — template file (required)
Request Headers
Roboception GmbH 136 Rev: 25.01.1

Manual: rc_cube Status: Jan 30, 2025



http://www.w3.org/Protocols/rfc2616/rfc2616-sec10.html#sec10.4.5
https://tools.ietf.org/html/rfc7231#section-3.1.1.5
http://www.w3.org/Protocols/rfc2616/rfc2616-sec10.html#sec10.2.1
http://www.w3.org/Protocols/rfc2616/rfc2616-sec10.html#sec10.4.5

6.2. Detection & Measure modules I'Oboceptlon

+ Accept — multipart/form-data application/json
Response Headers
» Content-Type — application/json application/ubjson
Status Codes
» 200 OK — successful operation (returns Template)
* 400 Bad Request — Template is not valid or max number of templates reached

+ 4083 Forbidden — forbidden, e.g. because there is no valid license for this mod-
ule.

* 404 Not Found — node or template not found
» 413 Request Entity Too Large — Template too large
Referenced Data Models
» Template (Section 7.3.4)
DELETE /templates/rc_boxpick/{id}
Remove a rc_boxpick template.

Template request

DELETE /api/v2/templates/rc_boxpick/<id> HTTP/1.1
Accept: application/json application/ubjson

Parameters

* id (string) —id of the template (required)
Request Headers

» Accept — application/json application/ubjson
Response Headers

+ Content-Type — application/json application/ubjson
Status Codes

* 200 OK — successful operation

» 403 Forbidden — forbidden, e.g. because there is no valid license for this mod-
ule.

* 404 Not Found — node or template not found

6.2.6 SilhouetteMatch

6.2.6.1 Introduction

The SilhouetteMatch module is an optional on-board module of the rc_cube and requires a separate
SilhouetteMatch license (Section 9.5) to be purchased.

Note: This module is not available in camera pipelines of type blaze.

The module detects objects by matching a predefined silhouette (“template”) to edges in the image.

The SilhouetteMatch module can detect objects in two different scenarios:
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With calibrated base plane: The objects are placed on a common base plane, which must
be calibrated before the detection, and the objects have significant edges on a common
plane that is parallel to the base plane.

With object plane detection: The objects can be placed at different, previously unknown
heights, if the objects have a planar surface and their outer contours are well visible in the
images (e.g. stacked flat objects).

Templates for object detection can be created by uploading a DXF file and specifying the object height.
The correct scale and unit of the contours are extracted from the DXF file. If no units are present in the
DXF file, the user has to specify which units should be used. When the outer contour of the object in the
DXF file is closed, a 3D collision model is created automatically by extruding the contour by the given
object height. This model will then be used for collision checking and in 3D visualizations. Uploading a
DXF file can be done in the Web GUI via the + Create a new Template button in the SilhouetteMatch
Templates and Grasps section on the Modules — SilhouetteMatch or Database — Templates pages.

Roboception also offers a template generation service on their website (https://roboception.com/en/
template-request/), where the user can upload CAD files or recorded data of the objects and request
object templates for the SilhouetteMatch module.

The object templates consist of significant edges of each object. These template edges are matched to
the edges detected in the left and right camera images, considering the actual size of the objects and
their distance from the camera. The poses of the detected objects are returned and can be used for
grasping, for example.

The SilhouetteMatch module offers:

* A dedicated page on the rc_cube Web GUI (Section 7.1) for easy setup, configuration, testing,
and application tuning.

* A REST-API interface (Section 7.3) and a KUKA Ethernet KRL Interface (Section 7.4).

» The definition of 2D regions of interest to select relevant parts of the camera image (see Setting a
region of interest, Section 6.2.6.3).

+ A load carrier detection functionality for bin-picking applications (see LoadCarrier, Section 6.2.2),
to provide grasps for objects inside a bin only.

« Storing of up to 50 templates.

+ The definition of up to 50 grasp points for each template via an interactive visualization in the Web
GUI.

+ Collision checking between the gripper and the load carrier, the calibrated base plane, other de-
tected objects and/or the point cloud.

 Support for static and robot-mounted cameras and optional integration with the Hand-eye calibra-
tion (Section 6.3.1) module, to provide grasps in the user-configured external reference frame.

+ Selection of a sorting strategy to sort the detected objects and returned grasps.

« 3D visualization of the detection results with grasp points and gripper animations in the Web GUI.

Note: This module is pipeline specific. Changes to its settings or parameters only affect the respec-
tive camera pipeline and have no influence on other pipelines running on the rc_cube.

However, the object templates and grasp points are stored globally. Setting, changing or deleting an
object template or its grasps affects all camera pipelines.

Suitable objects

The SilhouetteMatch module is intended for objects which have significant edges on a common plane
that is parallel to the plane on which the objects are placed. This applies to flat, nontransparent objects,
such as routed, laser-cut or water-cut 2D parts and flat-machined parts. More complex parts can also
be detected if there are significant edges on a common plane, e.g. a special pattern printed on a flat
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surface. The detection works best for objects on a texture-free plane. The color of the base plane
should be chosen such that a clear contrast between the objects and the base plane appears in the
intensity image.

In case the objects are not placed on a common base plane or the base plane cannot be calibrated
beforehand, the objects need to have a planar surface and their outer contour must be well visible in the
left and right images. Furthermore, the template for these objects must have a closed outer contour.

Suitable scene

The scene must meet the following conditions to be suitable for the SilhouetteMatch module:
» The objects to be detected must be suitable for the SilhouetteMatch module as described above.

+ Only objects belonging to one specific template are visible at a time (unmixed scenario). In case
other objects are visible as well, a proper region of interest (ROI) must be set.

* In case a calibrated base plane is used: The offset between the base plane normal and the
camera’s line of sight does not exceed 10 degrees.

* In case the object planes are detected automatically: The offset between the object’s planar
surface normal and the camera’s line of sight does not exceed 25 degrees.

» The objects are not partially or fully occluded.
« All visible objects are right side up (no flipped objects).

» The object edges to be matched are visible in both, left and right camera images.

6.2.6.2 Base-plane calibration

In case all objects are placed on a common plane that is known beforehand, a base-plane calibration
should be performed before triggering a detection. Thereby, the distance and angle of the plane on
which the objects are placed is measured and stored persistently on the rc_cube.

Separating the detection of the base plane from the actual object detection renders scenarios possible
in which the base plane is temporarily occluded. Moreover, it increases performance of the object
detection for scenarios where the base plane is fixed for a certain time; thus, it is not necessary to
continuously re-detect the base plane.

The base-plane calibration can be performed in three different ways, which will be explained in more
detail further down:

* AprilTag based
 Stereo based
* Manual

The base-plane calibration is successful if the normal vector of the estimated base plane is at most 10
degrees offset to the camera’s line of sight. If the base-plane calibration is successful, it will be stored
persistently on the rc_cube until it is removed or a new base-plane calibration is performed.

Note: To avoid privacy issues, the image of the persistently stored base-plane calibration will appear
blurred after rebooting the rc_cube.

In scenarios where the base plane is not accessible for calibration, a plane parallel to the base plane
can be calibrated. Then an offset parameter can be used to shift the estimated plane onto the actual
base plane where the objects are placed. The offset parameter gives the distance in meters by which
the estimated plane is shifted towards the camera.

In the REST-API, a plane is defined by a normal and a distance. normal is a normalized 3-vector,
specifying the normal of the plane. The normal points away from the camera. distance represents the
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distance of the plane from the camera along the normal. Normal and distance can also be interpreted
as a, b, ¢, and d components of the plane equation, respectively:

ar+by+cz+d=0

AprilTag based base-plane calibration

AprilTag detection (ref. TagDetect, Section 6.2.3) is used to find AprilTags in the scene and fit a plane
through them. At least three AprilTags must be placed on the base plane so that they are visible in the
left and right camera images. The tags should be placed such that they are spanning a triangle that is
as large as possible. The larger the triangle, the more accurate is the resulting base-plane estimate.
Use this method if the base plane is untextured and no external random dot projector is available. This
calibration mode is available via the REST-API interface (Section 7.3) and the rc_cube Web GUI.

Stereo based base-plane calibration

The 3D point cloud computed by the stereo matching module is used to fit a plane through its 3D points.
Therefore, the region of interest (ROI) for this method must be set such that only the relevant base
plane is included. The plane_preference parameter allows to select whether the plane closest to or
farthest from the camera should be used as base plane. Selecting the closest plane can be used in
scenarios where the base plane is completely occluded by objects or not accessible for calibration. Use
this method if the base plane is well textured or you can make use of a random dot projector to project
texture on the base plane. This calibration mode is available via the REST-API interface (Section 7.3)
and the rc_cube Web GUI.

Manual base-plane calibration

The base plane can be set manually if its parameters are known, e.g. from previous calibrations. This
calibration mode is only available via the REST-AP! interface (Section 7.3) and not the rc_cube Web
GUI.

6.2.6.3 Setting a region of interest

If objects are to be detected only in part of the camera’s field of view, a 2D region of interest (ROI) can
be set accordingly as described in Region of interest (Section 6.4.2.2).

6.2.6.4 Setting of grasp points

To use SilhouetteMatch directly in a robot application, up to 50 grasp points can be defined for each
template. A grasp point represents the desired position and orientation of the robot’'s TCP (Tool Center
Point) to grasp an object as shown in Fig. 6.15.

y & TCP , - Pgrasp

z Z

Fig. 6.15: Definition of grasp points with respect to the robot’s TCP
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Each grasp consists of an id which must be unique within all grasps for an object template, the
template_id representing the template to which the grasp should be attached, and the pose in the
coordinate frame of the object template. Grasp points can be set via the REST-API interface (Section
7.3), or by using the interactive visualization in the Web GUI. Furthermore, a priority (spanning -2
for very low to 2 for very high) can be assigned to a grasp. Priorities can facilitate robot applications
and shorten response times when the run-time parameter only_highest_priority_grasps is set to
true. In this case collision checking concludes when grasps with the highest possible priority have been
found. Finally, different grasps can be associated with different grippers by specifying a gripper_id.
These individual grippers are then used for collision checking of the corresponding grasps instead of
the gripper defined in the detect_object request. If no gripper_id is given, the gripper defined in the
detect_object request will be used for collision checking.

When a grasp is defined on a symmetric object, all grasps symmetric to the defined one will automati-
cally be considered in the SilhouetteMatch module’s detect_object service call. Symmetric grasps for
a given grasp point can be retrieved using the get_symmetric_grasps service call and visualized in the
Web GUI.

Users can also define replications of grasps around a custom axis. These replications spawn multiple
grasps and free users from setting too many grasps manually. The replication origin is defined as a
coordinate frame in the object’s coordinate frame and the x axis of the replication origin frame corre-
sponds to the replication axis. The grasp is replicated by rotating it around this x axis starting from its
original pose. The replication is done in steps of size step_x_deg degrees. The range is defined by the
minimal and maximal boundaries min_x_deg and max_x_deg. The minimal (maximal) boundary must be
a non-positive (non-negative) number up to (minus) 180 degrees.

Setting grasp points in the Web GUI

The rc_cube Web GUI provides an intuitive and interactive way of defining grasp points for object tem-
plates. In a first step, the object template has to be uploaded to the rc_cube. This can be done in the
Web GUI in any pipeline under Modules — SilhouetteMatch by clicking on + Add a new Template in
the Templates and Grasps section, or in Database — Templates in the SilhouetteMatch Templates and
Grasps section. Once the template upload is complete, a dialog with a 3D visualization of the object
template is shown for adding or editing grasp points. The same dialog appears when editing an existing
template. If the template contains a collision model or a visualization model, this 3D model is visualized
as well.

This dialog provides two ways for setting grasp points:

1. Adding grasps manually: By clicking on the + symbol, a new grasp is placed in the object origin.
The grasp can be given a unique name which corresponds to its ID. The desired pose of the grasp
can be entered in the fields for Position and Roll/Pitch/Yaw which are given in the coordinate frame
of the object template represented by the long x, y and z axes in the visualization. The grasp point
can be placed freely with respect to the object template - inside, outside or on the surface. The
grasp point and its orientation are visualized in 3D for verification.

2. Adding grasps interactively: Grasp points can be added interactively by first clicking on the Add
Grasp button in the upper right corner of the visualization and then clicking on the desired point
on the object template visualization. If the 3D model is displayed, the grasps will be attached to
the surface of the 3D model. Otherwise, the grasp is attached to the template surface. The grasp
orientation is a right-handed coordinate system and is chosen such that its z axis is perpendicular
to the surface pointing inside the template at the grasp position. The position and orientation in the
object coordinate frame is displayed on the right. The position and orientation of the grasp can also
be changed